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Abstract

Due to the significance of hybrid energy systems, selecting the appropriate sizing-energy management strategy combination represents a key
factor to ensure the efficient operation while offering a competitive operating cost. This paper presents an integrated framework for finding the best
size-energy management strategy combination for a hybrid energy system. Fundamental to this framework is utilizing finite automata to develop
multiple energy management strategies that fully take into consideration the dynamic relationship between all the assets in the hybrid energy
system. The proposed integrated framework consists of three main steps. First, an analytical and economic sizing approach is performed to find
the initial sizes of the hybrid energy system assets based on an initial energy management strategy; second, using finite automata to implement the
initial energy management strategy and instantiate different energy management strategies; and third, an evaluation model is developed to assess
the instantiated energy management strategies and extract the featured conditions to create new-improved one. This new energy management
strategy is used to re-exercise the analytical and economic sizing to obtain the best size-energy management strategy combination. The novelty in
this work can be summarized as taking the impact of selecting the right energy management strategy on the sizing of a hybrid energy management.
This can lead to better performance and can be explained in our integrated framework by reducing the cost, reducing the diesel generator and fuel
cell working hours and increasing the photovoltaic utilization. Moreover, using finite automata in implementing and instantiating multiple energy
management strategies to attain an improved one has not been reported. A comparison between the results of the proposed framework and the
results of the analytical and economic sizing approach is carried out. The size of the photovoltaic is reduced from 140 kW to 60 kW when using
the integrated framework and therefore the size of the electrolyzer and the hydrogen tank reduced to the half. Moreover, a reduction in the diesel
generator working hours by 35% and in the levelized cost of energy by 40% are achieved.

Keywords: Hybrid energy systems, Energy management strategies, Finite Automata, Analytical and Economical Sizing, Integrated Framework.

1. Introduction

In recent decades, there has been a considerable growth
in the installed capacity of renewable and alternative energy
technologies. These technologies include energy generation
from renewable energy (RE) resources (e.g., photovoltaics
(PVs),concentrated solar power plants (CSP), wind turbines
(WTs)), and alternative energy (AE) resources (e.g., fuel cells
(FCs) and microturbines (MTs)) [1, 2, 3, 4, 5]. The key drivers
for the deployment of the above resources are their benefits in
reducing carbon emissions and ensuring sufficient supply to sat-
isfy demand at all times [5, 6]. However, the intermittent char-
acteristics of such resources gives the motivation to design and
construct the hybrid energy systems (HESs).

A HES combines two or more of RE/AE and conventional
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energy sources along with an energy storage system [7, 4]. The
main role of the HES is to ensure the maximum production of
energy while maintaining the quality of the supplied service [8].
HES considered the most attractive option where grid connec-
tivity is practically impossible or uneconomical [9], especially
for power generation in remote areas [3].

On the environmental level, HESs can reduce the emissions
of greenhouse gas through the increased use of REs [10]. Also
it has been demonstrated that HESs can significantly reduce the
total life-cycle cost of standalone systems in many situations,
while at the same time providing a more reliable supply of elec-
tricity [4], [11].

In order to obtain the best performance of HESs in terms
of maximizing the utilization of the generated energy and
minimizing the total cost, two crucial issues are consid-
ered: appropriate sizing and suitable energy management strat-
egy [12], [13], [14], [15].
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Nomenclature

β temperature coefficient of solar cell efficiency, 1/◦C
ηch battery charge efficiency
ηdch battery discharge efficiency
ηinv inverter efficiency
ηmodule PV module efficiency
ηPV PV overall efficiency
ηsys system overall efficiency
ηtemp PV temperature efficiency
A, B diesel generator consumption curve coefficients,

L/kWh
APV PV total area, m2

BDS L binary logic for diesel generator operation
BEL binary logic for electrolyzer operation
BFC binary logic for fuel cell operation
BatC battery capacity, kWh
CBat total cost of battery energy system, £
CBES ,OM O&M cost for battery, £/kWh
CDS L, f uel diesel generator total fuel cost, £/L
CDS L,OM O&M cost for diesel generator, £/kW
CDS L total cost of diesel generator, £
Cinv,OM O&M cost for inverter, £/kW
Cinv,PV total cost of PV inverter, £
CPV,OM O&M cost for PV, £/kW
DE(n) deficiency in energy supplied to the load
DEGBES battery energy system degradation rate
DEGPV PV degradation rate
EBES energy produced by the BES, kWh
EDS L energy produced by the diesel generator, kWh
EPV energy produced by PV, kWh
Esystem total energy of the HES, kWh
F Faraday constant, C/mol
Fconsum diesel generator fuel consumption, L
fp fuel unit cost, £/L
H yearly module reference in-plane radiation, kW/m2

H2,cons,1kW H2 consumed by 1 kW fuel cell in 1 h, mol/h
H2,prod,1kW H2 produced by 1 kW electrolyzer in 1 h, mol/h
HA battery hours of autonomy, hrs
HAH2 hydrogen tank hours of autonomy, hrs
INOCT solar radiation at NOCT, W/m2

IPV solar radiation, kW/m2

ICBES initial cost for battery, £/kWh
ICDS L initial cost for diesel generator, £/kW
ICinv initial cost for inverter, £/kW
ICPV initial cost for PV, £/kW
j index of year
LCOE levelized cost of energy, £/kWh
LHV low heat value of hydrogen, kWh/kg
Li f eDS L,h life time of diesel generators, hrs
Li f eDS L life time of diesel generators, years
MDS L diesel generator margin coefficient
MFC fuel cell margin coefficient
N hybrid energy system lifetime, years

n index of hours in a year
NOCT normal operating cell temperature, ◦C
PDS L,rated diesel generator rated power, kW
PDS L(n) hourly generated power by diesel generator, kW
PEL,min electrolyzer minimum power, kw
PEL,rated electrolyzer rated power, kw
PEL(n) hourly power consumed by electrolyzer, kW
PFC,rated fuel cell rated power, kW
PFC(n) hourly power generated by fuel cell, kW
PHT hydrogen tank final pressure, bar
Pinput(n) sum of input power to battery at a specific hour, kW
PPV,rated PV rated power, kW
PPV,surplus surplus power generated from PV
PPV (n) hourly power generated by PV, kW
PL(n) hourly load, kW
PLavg average hourly load, kW
PLmax maximum load, kW
r discount rate
RCBES replacement cost for battery, £/kWh
RCDS L replacement cost for diesel generator, £/kW
RCinv replacement cost for inverter, £/kW
S HT hydrogen tank size, kg
S FC specific fuel consumption for diesel generator,

L/kWh
soc battery state of charge
socDS L battery soc for diesel generator operation
socFC battery soc for fuel cell operation
socmax maximum battery state of charge
socmin minimum battery state of charge
socHT Hydrogen tank state of charge
socHTmax maximum hydrogen tank state of charge
socHTmin minimum hydrogen tank state of charge
Tamb,NOCT ambient temperature of NOCT, ◦C
Tamb ambient temperature, ◦C
Tcell PV cell temperature, ◦C
Tre f PV cell reference temperature, ◦C
Vel electrolyzer working voltage, volt
VFC fuel cell working voltage, volt
WHDS L yearly working hours of diesel generator, hrs
WHEL yearly working hours of electrolyzer, hrs
WHFC yearly working hours of fuel cell, hrs
BES battery energy system
DOD battery depth of discharge
DSL diesel generator
EL electrolyzer
EMS energy management strategy
FA finite automata
FC fuel cell
HES hybrid energy system
HT hydrogen tank
LPSP loss of power supply probability
PV photovoltaic
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The literature can be classified into three research directions:
(i) finding the optimal size of HES based on a given EMS, (ii)
obtaining the optimal EMS of a fixed size HES, and (iii) opti-
mizing the size and EMS of HES.

In the literature, finding the optimal size of a HES can be
classified into probabilistic, analytical, iterative, artificial in-
telligence (AI) and hybrid methods [16]. For instance, Li et
al. [17] presented a size optimization method for three stan-
dalone HESs with hydrogen system. An analytical technique is
used to find the energy balance throughout the year and a trade-
off between maximum system efficiency and minimum system
cost.

While Smaoui et al. [18] applied an iterative technique, to
find the optimal size of a standalone PV/wind/hydrogen sys-
tem HES supplying a desalination unit. The algorithm gives all
possible configurations that can completely cover the freshwa-
ter requirements of isolated consumers. The optimal configu-
ration is chosen based on the minimum initial cost. Whereas
Maleki et al. [19] provided a comparative study to evaluate the
performance of different AI techniques for optimum sizing of
a PV/wind/Fuel cell hybrid system to continuously satisfy the
load with the minimal total cost. Four heuristic algorithms,
namely, particle swarm optimization, tabu search, simulated an-
nealing, and harmony search, are applied to the HES. The opti-
mal size is determined based on the minimum total annual cost.
Amrollahi et al. in [20] modeled the components of the hy-
brid PV/WT/battery mathematically within the framework of
the integer linear programming method. Two cases with and
without applying the demand side program were extracted and
compared with each other then the optimum configuration was
determined.

Various EMSs are developed to ensure the optimal opera-
tion of a HES. For example, Torreglosa et al. [21] introduced
an EMS for standalone PV/WT/battery/hydrogen system HES.
This EMS is formed in a hierarchical control composed by a
master and a slave control strategy. Lin et al. in [22] proposed
an EMS for microgrid using enhanced bee colony optimization
technique. The proposed EMS aims at minimizing the operat-
ing cost of the HES. While Luna et al. implemented an EMS
based on mixed-integer linear programming, that allows to re-
duce cost in the HES and also can include technical restriction
for managing the storage devices in a proper way [23].

On the other hand, combining both optimal size and EMS of
a HES leads to achieve more reliable design, by incorporating
the best features from the optimal sizing together with the opti-
mal operation of the HES. Zhao et al. [24] presented an optimal
sizing and operating strategy to design a PV/WT/BES/Diesel
HES on Dongfushan Island, China. The EMS operates under
three unique modes based on the coordination of energy stor-
age. Combined with the EMS, a genetic algorithm is used to
solve the sizing optimization problem to ensure cost minimiza-
tion, maximal RE generation, and pollutant emission minimiza-
tion. However, the proposed EMS was optimized based on the
energy storage alone neglecting the effect of all other compo-
nents on the EMS. A sizing method based on Simulink design
optimization of a standalone PV/BES/Hydrogen system HES
is employed in [25]. In addition three control strategies based

on technical-economic aspects are considered for the EMS. The
right configuration, sizing, and EMS are found using a dynamic
model of the HES. The optimization was done only to satisfy
load and maintain a certain level at the hydrogen tank and the
battery’s state of charge, with simple total cost calculations.
In [26] an optimal sizing and EMS of PV/WT/hydrogen system
HES are presented. The objective of HES optimal designing is
defined as the total net present cost minimization considering
reliability indices improvement as values of loss of energy ex-
pected and loss of load expected. A new meta-heuristic nature-
inspired algorithm called flower pollination algorithm is used
for the optimal design. However, the studied HES considered
only RE resources and hydrogen system as a storage which has
low energy density, and there is no backup generation.

The main objective of the above studies is to obtain the opti-
mal size, optimal EMS or both, which is also the main aim of
our work. However, the existing approaches that addressed the
optimal size and EMS of a HES did not take into consideration
the impact of choosing an appropriate EMS on the assets’ siz-
ing. Taking the impact of selecting the right EMS can lead to
better performance of the HES. This is can be explained in our
integrated framework by reducing the cost of the HES, reducing
the diesel generator and fuel cell working hours and increasing
the PV utilization. Moreover, using FA in implementing and
instantiating multiple EMSs to attain an improved EMS has not
been reported. Modeling the EMSs using FA has many advan-
tages in terms of reducing the complexity of the system, better
understanding of the HES, facilitate the adding or changing of
the operating conditions and increasing the ability to accom-
modate new subsystems (Section 2.2). At this point it can be
stated that another approach could have used with similar re-
sults, i.e. start from an initial EMS, use FA to generate multiple
EMSs, and then find the optimum size for each EMS and finally
choose the most suitable combination of size-EMS. However
this would not result in a more efficient system as the initial
derivation of the most suitable EMS would have to take place
in a system that is not optimally sized.

In this paper, we propose an integrated framework to find the
optimal size-EMS combination for a standalone HES. In the
first step, the proposed framework finds the size of the HES
based on an initial EMS and input data. Then the obtained size
is exercised through multiple EMSs, which are produced using
Finite Automata (FA). The application of FA will facilitate the
process of developing and instantiating EMSs by modifying the
operating conditions of the assets in the HES. This is followed
by an evaluation model to compare the performance indices of
each instantiated EMS. The performance indices adopted in this
study are diesel generator, fuel cell and electrolyzer working
hours, levelized cost of energy, fuel cost, and PV contribution.
The role of the evaluation model is to track the featured con-
ditions that lead to improvement in performance indices and
retain them in the new EMS. As such, the new-optimized EMS
will then replace the initial one leading to the optimal size-EMS
combination. This study further explores the significance of
minimizing the excess energy from the HES to reduce the cost
of HES components. The main contributions of this work can

3



Author / Applied Energy 00 (2019) 1–19 4

be summarized as follows:

1. We propose an integrated framework to find the op-
timal size-EMS combination of a standalone hybrid
PV/BES/diesel/hydrogen system.

2. We leverage Finite Automata to implement and instantiate
multiple EMSs to reduce the resulting redundancy when
using if-else statements for the EMS representation.

3. We address the impact of choosing the right EMS on the
HES assets’ sizing and cost reduction.

To the best of our knowledge, this is the first demonstration of
a integrated framework for finding the optimal size-EMS com-
bination of a standalone HES using FA. The rest of the paper
is organized as follows. Section 2 explains the architecture of
the HES under study and how to model it in FA. Section 3 in-
troduces the AES approach which is the first step in the pro-
posed integrated framework. Section 4 describes the proposed
integrated framework. Results and discussion are described in
Section 5. Finally, Section 6 concludes the paper.

2. Hybrid Energy System Structure and Modeling in Finite
Automata

This section introduces the architecture of the HES, back-
ground on FA and explaining a simple BES example in FA, and
finally, the implementation of the initial EMS in FA is explained
in detail.

2.1. HES Architecture
A simplified scheme of standalone HES is reported in Fig.1.

The HES includes PV, battery energy system (BES), elec-
trolyzer (EL), fuel cell (FC), hydrogen tank (HT), and diesel
generator (DSL). The energy generated from the PV used to
supply the load and the surplus energy will be stored in the
BES. Any further surplus PV energy is directed to the EL to
produce hydrogen which will be stored in the HT. The BES
state of charge (soc) will be checked continuously, there are two
soc predefined levels that will determine the operating point of
the FC and DSL. The first predefined level is socFC that when
the BES soc reaches this value, the FC will start operating after
checking if there is available H2 in the HT. The second prede-
fined level is socDS L when BES soc reaches or goes below this
value, the DSL will start operating1. All the energy sources use
DC/AC power inverters for connection to a common AC bus,
which allows a suitable EMS. Although inverter efficiency is
not constant in reality, in our model it is assumed to be con-
stant.

2.2. Finite Automata
Discrete event systems (DES) are discrete-state, event-driven

systems among a set of finite states, with an initial state and
one or more of marked states. [27, 28]. Traditionally, regular

1In such systems, hysteresis zones are usually employed to avoid multiple
switchings of the system’s assets. Having said that, in this work we do not use
them as they do not influence our analysis.
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Figure 1: Hybrid energy system network diagram. The system consist of PV,
BES, diesel generator, electrolyzer, fuel cell, hydrogen tank and load.

languages and finite automata have been used both for modeling
and analysis of discrete event systems in the supervisory control
community [29].

The first application of DESs in power system was in 1995
where Prosser et al. [30] modeled a 14-bus 40-line transmission
network using DES. Two states were considered for each line:
line in service and line out of service. While the events that trig-
gered the system are: line restoring and line tripping. The su-
pervisory control of DES (SCDES) was designed to manage the
restore operation of tripping lines with a high level of security.
Similarly, Lee et al. applied SCDES to obtain the restoration
strategies for the power distribution networks, while maintain-
ing a high level of security and satisfaction of the load [31].
While Afzalian et al [32, 33] applied SCDES for the operation
of the tap-changing transformer, and dynamic flow controllers.
The components are modeled using Automata and synthesized
using TCT software [34]. Whereas Kharrazi et al. [35] studied
the application of SCDES to a custom power park (CPP). The
components in CPP are modeled using Automata, synthesized
using the TCT software and simulated using Matlab/Simulink.
Recently, Sadid et al. presented the scheduling of thermal de-
vices operation in the framework of DESs, by modeling and
design of admission control to be carried out in a systematic
manner and ensuring the existence of the feasible scheduling
prior to exploring control solutions.

Modeling the HES using FA has many advantages: (i) re-
ducing the complexity of the system by dividing it into smaller
subsystems, (ii) making the control of each subsystem simpler,
(iii) providing a graphical representation of the system for bet-
ter understanding of the HES, (iv) reducing the computation
time since the state transition for each subsystem is done in
parallel, (v) providing an easier way to modify the predefined
conditions or adding new conditions to the existing system, and
(vi) increasing the ability to accommodate new subsystems.

To illustrate how a subsystem in HES can be treated as a DES
and modeled in FA, an example of a BES is presented in Fig. 2.
The BES in HES has four states: charging, discharging, idle
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Figure 2: An illustrated example on implementing BES using FA.

and OFF. The circles in the figure represent the states, while
the transitions are the events or the operating conditions. The
state with double circles symbolizes the marked state, which is
also the final state, that indicates the completion of BES oper-
ation. The states and the events are labeled by numbers, the
numbers from 0-9 used for states and any number from 10 and
above used for events. The description of the conditions can
be found in Table 1. State 0 is the OFF state which is also the
initial state, OFF state indicates that BES can be full (reaches
socmax) or empty (reaches socmin). This is determined by the
operating condition, if condition 11 is satisfied (soc ≥ socmax)
then the BES is OFF because its full. Whereas when condi-
tion 13 is satisfied (soc ≤ socmin) it means the BES is empty.
State 1 denotes that BES is in charging state and its also the
desired state, the condition related to entering this state is 10,
”Pinput(n) > PL(n) & soc(n) < socmax”, where Pinput(n) the sum
of input power to the BES at that instance. The condition that
can change the state of BES from state 1 (charging) to state 2
(discharging) is 12, ”Pinput(n) < PL(n) & soc(n) > socDS L”,
while the condition ”soc ≤ socmin” will change the state of
BES from state 2 (discharging) to state 0 (OFF). State 3 is the
idle state, the state where the Pinput(n) at that instance equal to
the load, leading to entering the BES in idle (no charging or
discharging). Conditions 14 or 19, which are responsible to op-
erate the DSL or FC, transfers the BES into state 3 (idle). There
is no condition which transfers BES from state 3 to 0 directly.
Condition 12 will transfer BES from state 3 to 2 and condition
10 moves the BES state from 3 or 2 to 1. The behavior of any
system modeled using FA is usually described by a regular lan-
guage and can be found in [36].

2.3. Implementing EMS using Finite Automata

The EMS is the algorithm that controls the flow of en-
ergy generated from all the assets in the HES to guarantee
the energy balance while satisfying the constraints of the sys-
tem [37], [38], [39]. The EMS can be represented by a set of
finite states. The HES switches between these states accord-
ing to predefined operating conditions. EMS is modeled by
FA in the graphical representation as illustrated in Fig. 4. This
figure demonstrates the initial EMS that used in the analytical
and economic sizing (explained in Section 3) to find the ini-
tial size of HES. Table 1 shows the states and the conditions of

EMS initial, it has nine states given in Fig. 3 and thirteen operat-
ing conditions demonstrated in Table 1. As mentioned in Sec-
tion 2.2, BES has four states: OFF, charge, discharge and idle.
The states of the DSL, FC and EL are ON and OFF. While the
HT has three state: OFF (full or empty), charge and discharge.
The PV is considered always ON even if the solar radiation is
zero and the load is also ON as well. Each state of the HES in
Fig. 3 combines the states of subsystems and identifies the sta-
tus of the HES at each time-step in the year. For instance, state
0 shows the BES is discharging while all the other subsystems
are OFF and HT is empty. While state 1 indicates the BES is
idle, DSL is ON and the rest of subsystems are OFF.

Figure 4 describes the implementation of EMS initial using FA
that is used to instantiate different EMSs. State 0 is the ini-
tial state and state 2 is the marked state, the desired state that
the HES is expected to complete its task at. In the first hour
of the year, all the subsystems will be OFF except the BES
(with the assumption it is full at the beginning of the simu-
lation) which is discharging to supply the load. During each
hour, the power generated from the PV, DSL, FC is calculated
to find the hourly Pinput. The BES state of charge soc and HT
state of charge socHT is also computed hourly. All these val-
ues are used in determining the binary values of DSL, FC, and
EL. These binary values are used in the operating conditions to
determine the next state of the HES. For example, condition 12
Pinput(n) < PL(n) & soc(n) > socDS L keeps the HES in state
0 where all assets (other than the PV) are OFF and the BES is
discharging. The occurrence of condition 10 and 17 are related
to the surplus of Pinput to supply the load, but with an insuffi-
cient surplus to generate H2. Thus moves the HES from state 0
to state 8 where the BES is in charging state and all the other
assets (other than the PV) are in OFF state. Condition 14 leads
to the operation of the DSL, transferring the HES into state 1.
The occurrence of condition 13 moves the system to state 3. In
state 3 the DSL and the PV are the only assets operating, while
the socHT and soc are minimum. Condition 19 is related to FC
operation which transfers the HES into state 4 where the BES
is in idle mode, and HT is discharging. Returning from state 4
to 0 is linked to the occurrence of condition 20 when the HT
is empty. In the same manner, we can track all the transitions
between states.

3. Analytical and Economic Modeling of HES

The analytical and economical sizing approach (AES) per-
formed in this work follows the same calculation steps reported
in earlier work by the authors, as documented in [40]. A major
difference between this work and [40] is that the system in [40]
was grid connected while our HES here is not. Therefore, the
methodology presented in [40] needs to be modified accord-
ingly. This modification is presented in this section.

An optimization approach is used to determine the size of the
PV and BES by iteratively changing the PV rated power from
(0 - α · PLmax) kW with a step of 10 kW each time, where α is
a constant equal to 10 and chosen to ensure the selected range
will cover all possible PV sizes. PLmax in this study is 26.7
kW (residential load for 40 houses [41], Fig. 7), and therefore,
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State 0
PV: ON

Load: ON

BES: discharge 

DSL: OFF

EL:   OFF

FC:   OFF

HT:   OFF (empty)

State 1
PV: ON

Load: ON

BES: idle

DSL: ON

EL:   OFF

FC:   OFF

HT:   OFF (empty)

State 2
PV: ON

Load: ON

BES: charge 

DSL: OFF

EL:   ON

FC:   OFF

HT:   charge

State 3
PV: ON

Load: ON

BES: OFF (empty)

DSL: ON

EL:   OFF

FC:   OFF

HT:   OFF (empty)

State 4
PV: ON

Load: ON

BES: idle

DSL: OFF

EL:   OFF

FC:   ON

HT:   discharge

State 5
PV: ON

Load: ON

BES: OFF (full)

DSL: OFF

EL:   ON

FC:   OFF

HT:   charge

State 6
PV: ON

Load: ON

BES: charge 

DSL: OFF

EL:   OFF

FC:   OFF

HT:   OFF (full)

State 7
PV: ON

Load: ON

BES: discharge 

DSL: OFF

EL:   OFF

FC:   OFF

HT:   OFF (full)

State 8
PV: ON

Load: ON

BES: charge 

DSL: OFF

EL:   OFF

FC:   OFF

HT:   OFF (empty)

Figure 3: Nine states that used to describe EMS initial based on FA.

Table 1: Operating conditions used for EMS initial operation.

Conditions Description
10 Pinput(n) ≥ PL(n) & soc(n) < socmax

11 soc(n) ≥ socmax

12 Pinput(n) < PL(n) & soc(n) > socDS L

13 soc(n) ≤ socmin

14
Pinput(n) < PL(n) & soc(n) ≤ socDS L

& BFC = 0
15 Pinput(n) > PL(n)

16
PEL,min ≤ PPV,surplus(n) ≤ PEL,rated

& socHT (n) < socHTmax

17 PPV,surplus(n) < PEL,min

18 socHT (n) ≥ socHTmax

19
Pinput(n) < PL(n) & soc(n) ≤ socFC

& socHT (n) > socHTmin

20 socHT (n) ≤ socHTmin

the range of PV rated power is selected (0 - 267) kW. A factor
that determines the BES size is the hours of autonomy (HA),
which means for how many hours a completely charged battery
is able to supply the load continuously. Since the HES in this
study is standalone, it is essential to choose a high value for
HA. Therefore, HA is iteratively considered as 12, 24, 36, 48,
and 60 hours. An EMS is employed here guarantees that the
load is always supplied with energy and at the same time en-
sures the other assets of the system operate efficiently (1). The
main idea is to generate multiple scenarios with different PV
sizes and BES capacities, following that the levelized cost of
energy (LCOE) is calculated for each scenario. The combina-
tion that provides the lowest LCOE while covering the load will
be selected as the optimal solution.

PL(n) + PEL(n) = PPV (n) + PFC(n) + PDS L(n) , (1)

where PPV (n), PFC(n), PDS L(n) are the hourly power generated

by PV, FC and DSL respectively.
The method to calculate the LCOE and hence the optimum

size of the system is shown in Fig. 5, while the models required
for that process are presented in the following subsections. It is
noted here that the assets that employ hydrogen are not included
in the calculation of the LCOE, as the main focus of this work
is not the LCOE (which has been done before). The flowchart
in Fig. 5 summarizes the management rules to define, for each
studied hour n, the electric energy flows through the system to
supply the load. Ppv−min and Ppv−max are the minimum and max-
imum values in PV rated power range, soc is the state of charge
of the battery, and k indicates the number of HA involved in
this study. BFC , BDS L, BEL are binary logic values for FC, DSL
and EL computed hourly to identify which device is operating
at that time.

This section presents both the analytical modeling for each
component in the HES and the economic modeling used to
compute the LCOE in assessing the system’s economic prof-
itability.

3.1. PV Analytical Modeling
The hourly output power PPV produced by the PV arrays with

an area APV is given by Eq. (2) [42], where IPV is the total solar
radiation onto one square metre in one hour, the solar radia-
tion data for the city of Newcastle Upon Tyne [43] illustrated in
fig. 6a is used in this study.

PPV (n) =

IPV (n) · APV · ηpv(n), IPV (n) ≥ 0 .
0, IPV (n) ≤ 0 .

(2)

The total area of PV arrays depends on the PV rated power
and H the yearly module reference in-plane radiation (usually
assumed to be 1000 W/m2), and can be found using:

APV = PPV,rated/(ηmodule · H) . (3)

The impact of temperature variations and PV degradation
on the hourly PV overall efficiency ηPV (n) and temperature
efficiency ηtemp(n) is theoretically calculated by the following
equations:

ηPV (n) = ηmodule · ηtemp(n) · ηinv · (1 − (N − 1)DEGPV ) , (4)

ηtemp(n) = [1 − β(Tcell(n) − Tre f )] , (5)

where Tcell(n) is computed based on the hourly ambient temper-
ature illustrated in Fig. 6a, Tamb(n) illustrated in Fig. 6b, by:

Tcell(n)=Tamb(n)+[(NOCT−Tamb,NOCT )/INOCT ]·IPV (n) . (6)

The values of the technical parameters of PV are presented
in Table2.

3.2. Battery Energy System Analytical Modeling
The power generated from the PV (Fig. 6) and the load pro-

file (Fig. 7) at each time step, determine the charge or dis-
charge energy flow from/to the BES and whether to operate
the FC and DSL. The battery capacity BatC is calculated us-
ing Eq. (7) [40], [42], according to which the capacity of the
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Figure 4: Implementing EMS initial in FA and using the states described in Fig. 3.

battery expressed in terms of HA and the average hourly de-
mand PLavg. PL.avg, in our case, is equal to 10.7 kW, whereas
HA ranges between five values, 12, 24, 36, 48, 60 hours.

BatC =
HA · PLavg

ηinv · ηch · DOD
, (7)

where ηinv and ηch are the inverter and BES charge efficiencies,
and DOD is the depth of discharge. An important parameter
to represent the available capacity in BES (expressed as a

Table 2: Data used for PV analytical modeling [40, 44].

Parameter Value
PV module efficiency, ηmodule 14%

PV degradation, DEGPV 0.5%
PV cell reference temperature, Tre f 20 ◦C

Normal operating cell temperature, NOCT 45◦C
Ambient temperature of NOCT, Tamb,NOCT 20◦C

Solar radiation at NOCT, INOCT 800 W/m2

Temperature coefficient of solar cell efficiency, β 0.005 1/◦C
yearly module reference in-plane radiation, H 1000W/m2

PV lifetime, N 20 years

Table 3: Data used for battery energy system analytical modeling [40].

Parameter Value
Depth of discharge, DOD 80%

Charge efficiency, ηch 80%
Discharge efficiency, ηdch 80%

Minimum state of charge, socmin 20%
Maximum state of charge, socmax 90%

Round trip efficiency, RTe f f 90%
Degradation rate of battery, DEGBES 0.1%

Hours of autonomy, HA 12, 24, 36, 48, 60 hrs

percentage of its rated capacity) is the state of charge (soc),
which is used to decide whether to charge or discharge the
BES. Depending on the renewable energy produced and
the load power requirements, the hourly BES soc for charg-
ing and discharging modes can be calculated from Eq. (8), [42].

soc(n)=


soc(n−1)+

[Pinput(n)−PL(n)]·ηch
ηinv· BatC

, Pinput(n)>PL(n) ,

soc(n−1)−
PL(n)−Pinput(n)
ηinv·ηdch·BatC

, Pinput(n)≤PL(n),
(8)

where soc(n) and soc(n − 1) are the states of charge of the BES
at n and n−1 respectively, and ηdch is the discharging efficiency.
Pinput(n) is the sum of input power to the BES at a specific hour
and found using Eq. (9). If BES input power is greater than
demand, Pinput(n) > PL(n), then the load will be supplied firstly
and the surplus power will be used to charge BES. on the other
hand, if Pinput(n) ≤ PL(n), the power produced will be used to
satisfy the load and any insufficiency will be covered by the
BES.

Pinput(n) = PPV (n) + PDS L(n) + PFC(n) . (9)

To model an efficient power distribution system, BES soc
should be maintained at a reasonable value between the two
limit levels, socmax and socmin subject to the following con-
straint:

socmin ≤ soc(n) ≤ socmax (10)

The parameters used in the BES analytical model are pre-
sented in Table. 3.

3.3. Diesel Generator Analytical Modeling

The power output of some RE resources is variable and there-
fore to ensure the continuous supply of power to the load, the

7
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Figure 5: Flowchart that describes the analytical and economic sizing used for the intial sizing in the integrated framework.

existence of the DSL in the HES is necessary. During events,
such as insufficient supply from BES and RE/AE resources, the
DSL supplies the remaining load and any surplus in the DSL
power will be used to charge the BES [45]. Since the first pri-
ority is to ensure load satisfaction at all times, the size of the
DSL depends on PLmax (Fig. 7) and expressed by the following

equation:

PDS L,rated = MDS L · PLmax , (11)

MDS L is the DSL margin coefficient for safety purposes, and in
our study, we assumed MDS L is 1.2. According to this equation,
PDS L,rated=32 kW. The hourly output of DSL is illustrated in

8
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(a) (b)

Figure 6: Input data to the system for one year for Newcastle city [43]: (a) hourly solar radiation profile; (b) hourly ambient temperature profile.

Figure 7: Demand profile for Newcastle city for one year [41].

Eq. (12) and subject to the constraint in Eq. (13) :

PDS L(n) =

BDS L(n) · PL(n), BDS L(n) = 1 ,
0, BDS L(n) = 0 ,

(12)

0 ≤ PDS L(n) ≤ PDS L,rated , (13)

where BDS L(n) is a binary variable that describes the state of
the DSL at a specific hour in the year [46, 47] and determined
hourly to decide whether to activate the DSL or not. Condition
14 in Table 1 illustrates the constraints on DSL operation.

3.4. Fuel Cell Analytical Modeling

A FC is used as a backup power generator. The FC needs
to be activated when the solar energy is insufficient to supply
the demand, and depending on the battery state of charge. Any
surplus in the FC power will be used to charge the BES. The
size of the FC is determined using the following equation:

PFC,rated = MFC · PLmax , (14)

where the FC margin coefficient MFC is equal to 20% higher
than the maximum load to leave some safe margin [48]. Ac-
cording to this equation, PFC,rated= 32 kW. The hourly output
power from the FC can be identified by Eq. (15) and its con-
straint by Eq. (16):

PFC(n) =

BFC(n) · PL(n), BFC(n) = 1 ,
0, BFC(n) = 0 ,

(15)

0 ≤ PFC(n) ≤ PFC,rated , (16)

BFC(n) is a binary variable that describes the state of the FC at
any hour in the year [46, 47]. Condition 20 in Table 1 shows
the constraint on FC operation. The input hydrogen to the FC is
consumed from the HT. The consumption of hydrogen of rated
power 1 kW in one hour can be calculated by [17]:

H2,cons,1kW =
1kW

2 · VFC · F
· 3600

=
1000

2 · 0.7 · 96487
· 3600 = 26.8 mol/h ,

(17)

where H2,cons,1kW the amount of hydrogen consumed by the FC
at 1 kW and depends on the FC voltage VFC , and Faraday con-
stant F (see Table 4). Based on Eq. (17), by multiplying the
value of H2,cons,1kW by the hourly output power of the FC PFC,t,
the hourly amount of hydrogen consumed by the FC H2,cons(n)
can be found using Eq. (18).

H2,cons(n) =

PFC(n) · H2,cons,1kW , PFC(n) > 0 .
0, PFC(n) ≤ 0 .

(18)

3.5. Electrolyzer Analytical Modeling

The function of the EL is to produce hydrogen through the
electrolysis of water [49]. The produced hydrogen is stored in
a HT and used as needed to operate a FC. The output pressure
of hydrogen is considered 20 bar in this paper [50]. The hourly
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input power to the EL and its constraints can be identified by
Eq. (19) and Eq. (20):

PEL(n) =

BEL(n) · PPV,surplus(n), BEL(n) = 1 ,
0, BEL(n) = 0 ,

(19)

PEL,min ≤ PEL(n) ≤ PEL,rated , (20)

where PEL,rated is the EL rated power, PEL,min is the EL mini-
mum power and equals to 20% · PEL,rated. BEL(n) represents a
binary variable that describes the state of the EL at any hour
in the year [46, 47]. The value of BEL(n) is determined hourly
to decide whether to operate the EL or not. Condition 17 in
Table 1 defines the EL operation.
If the value of the PV surplus power PPV,surplus(n) is sufficient
to operate the EL and the state of charge of HT is less than the
maximum, BEL(n) will be set to one and the EL will generate
hydrogen. To start up the EL to generate hydrogen, the value
of the working voltage between its electrodes Vel needs to be
2 volts [17]. According to Faraday’s law, the amount of hydro-
gen produced by rated power 1 kW EL in 1 h, H2,prod,1kW , can
be calculated by [17]:

H2,prod,1kW =
1kW

2 · Vel · F
· 3600

=
1000

2 · 2 · 96487
· 3600 = 9.33 mol/h .

(21)

All the values used in calculations can be found in Table 4.
Based on Eq. (21), by multiplying the value of H2,prod,1kW by
the hourly input power to the EL PEL(n), the hourly amount of
hydrogen produced by the EL, H2,prod(n), can be determined as
in Eq. (22).

H2,prod(n) =

PEL(n) · H2,prod,1KW , PEL(n) > 0 .
0, PEL(n) ≤ 0 .

(22)

PEL,rated is chosen to be 100 kW in this study.

3.6. Hydrogen Tank Analytical Modeling

A HT is required to store the hydrogen produced by the EL
for later use by the FC [49]. This model assumes that during the
process of adding hydrogen to the tank, no energy is used and
the tank experiences no leakage. Hydrogen energy produced by
the EL provides another option for storing surplus PV energy.

The size of the HT S HT in kgs is determined by Eq. (23),
while EHT is tank size in kWh given by Eq. (24) [17]:

S HT = HAH2 · H2,prod,1kW · Prated,EL · H2mass , (23)

EHT = HAH2 · H2,prod,1kW · Prated,EL · H2mass · LHV , (24)

HAH2 is the hours of autonomy for HT and considered 48 hours
in this study, H2mass is the molar mass of hydrogen gas, and
LHV is hydrogen low heating value, see Table 4. According to
Eq. (23) and Eq. (24), the size of HT is 89.5 kg and 2955 kWh.

The level of hydrogen in the tank increases if the EL is
operating while it decreases when the FC is producing power.
Eq. (25) determines the hourly state of charge of the HT

Table 4: Data used for hydrogen system analytical modeling.

Parameter Value Ref.
socHTmin 10%
socHTmax 90%

Pressure, PHT 20 bar [50]
Faraday constant, F 96487 C/mol [17]

Fuel cell voltage, VFC 0.7 volts [17]
Electrolyzer voltage, Vel 2 volts [17]

H2 low heating value, LHV 33 kWh/kg [17]
Mole mass of H2 gas, H2mass 0.002 kg/mol [17]

Fuel cell margin coefficient, MFC 1.2 [48]
H2 tank hours of autonomy, HAH2 48 hrs

socHT (n) in both cases.

socHT (n) =
socHT (n − 1) +

H2,prod(n) · H2mass · LHV
EHT

, PEL(n) > 0,

socHT (n − 1) −
H2,cons(n) · H2mass · LHV

EHT
, PFC(n) > 0,

(25)
where socHT (n − 1) is the hydrogen level in the tank at time
n − 1, at any time the socHT (n) is subjected to the following
constraint:

socHTmin ≤ socHT (n) ≤ socHTmax (26)

3.7. Economical Modeling
LCOE methods are widely used to evaluate the economic

feasibility of RE sources. The costs distributed over the project
lifetime are considered and this provides more accurate eco-
nomic picture of the project under analysis [40]. In general,
the LCOE is the total system cost across its lifetime divided by
the energy generated from that system also across the lifetime.
Eq. (27) represents the form of LCOE.

LCOE =
Total S ystem Costs

Total Energy Production
(£/kWh)

=

N∑
j=0

Costsystem

(1 + r) j

Esystem

(1 + r) j

,

(27)

the total system cost Costsystem is the sum of the total costs of
the PV, BES, DSL and the inverters in the HES (as mentioned
in Section 3) as presented in Eq. (28).

Costsystem = CPV + CBES + CDS L + CInv . (28)

where CPV is the total cost of PV, CBES is the total cost of BES,
CDS L is the total cost of the DSL, and CInv is the cost of the
inverters for the PV and BES. The total cost for any system can
be written as in Eq. (29)

Csystem = ICsystem + OMsystem + RCsystem . (29)
10
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Table 5: Hybrid energy system components’ costs and lifetime used for LCOE
calculation [40, 51].

Component IC Yearly OM RC Lifetime
PV 2508 £/kW 33 £/kW 0 20 years

Diesel 374 £/kW 0.1 £/kW 356 £/kW 15,000 hrs
Inverter 560 £/kW 5.6 £/kW 560 £/kW 10 years
Battery 700 £/kWh 14 £/kWh 700 £/kWh 10 years

where Csystem is the cost of the HES in £, ICsystem is the initial
cost of all the assets in the HES, OMsystem is the operation and
maintenance cost of all the assets and RCsystem is the replace-
ment costs of the assets that need to be replaced.

Esystem = EPV,T + EBES ,T + EDS L,T , (30)

where Esystem represents the total energy generated by the
PV/BES/diesel.

3.7.1. PV Economic Modeling
The total cost of PV is the sum of the initial costs. mainte-

nance costs and replacement costs. The lifetime for PV is 20
years which the same as the project lifetime, so there are no
replacement costs. Eq. (31) illustrates the total costs for PV.

CPV = ICPV +

∑ j=N
j=0 CPV,OM

(1 + r) j , (31)

where N is the project lifetime which is 20 years, r is the dis-
count rate and considered to be 5%. The total energy generated
from the PV discounted during its lifetime EPV,T , can be found
using the following equation:

EPV,T =

j=N∑
j=0

∑n=8760
n=0 EPV · (1 − DEGPV ) j

(1 + r) j , (32)

DEGPV is the degradation rate of PV and equal to 0.5%. All
the costs related to PV can be found in Table 5.

3.7.2. Battery Energy System Economic Modeling
The BES is replaced once during the project lifetime, and its

replacement cost is equal to the initial cost. The total cost of
the BES is calculated using the following equation:

CBES = ICBES +

∑ j=N
j=0 CBES ,OM

(1 + r) j +

∑
j=10 RCBES

(1 + r) j , (33)

The energy produced by the BES can be found using
Eq. (34).

EBES ,T = ηrt ·

j=N∑
j=0

∑n=8760
n=0 EPV,charge · (1 − DEGBES ) j

(1 + r) j , (34)

where EPV,charge is the PV energy used to charge the BES, ηrt is
the round trip efficiency for the BES and DEGBES is the degra-
dation rate for the BES.

Table 6: Data used for PV, BES, and diesel generator used economic models
calculations.

Parameter Value Ref.
Project lifetime, N 20 years

Discount rate, r 5% [40]
Fuel unit cost, fp 1.2 £/L [54]

Round trip efficiency, ηrt 90% [40]
PV degradation rate, DEGPV 0.5% [40]

BES degradation rate, DEGBES 0.1% [40]
Fuel curve intercept coefficient, A 0.246 L/kWh [52, 53]

Fuel curve slope, B 0.08145 L/kWh [52, 53]

3.7.3. Diesel Generator Economic Modeling
The total cost of DSL includes also the cost of fuel, Eq. (35)

and Eq. (36) show the fuel consumed by the DSL and its cost
respectively [52].

Fconsume(n) =

A·PDS L,rated+B·PDS L(n), PDS L(n) > 0.
0, PDS L(n) = 0.

(35)

CDS L, f uel(n) =

Fconsume(n) · fp, Fconsume(n) > 0.
0, Fconsume(n) = 0.

(36)

where A and B are the coefficients of the fuel consumption
curve, 0.246 and 0.08145 respectively [52, 53]. The DSL life-
time is given in hours, Li f eDS L,h, and can be found in years
using Eq. (37), Li f eDS L,y is necessary to calculate the replace-
ment cost for the DSL.

Li f eDS L,y =
Li f eDS L,h

WHDS L
. (37)

The total cost of the DSL can be found using the following
equation:

CDS L =ICDS L +

∑ j=N
j=0 CDS L,OM

(1 + r) j +∑
j=Li f eDS L,y

RCDS L

(1 + r) j +

∑ j=N
j=0 CDS L, f uel

(1 + r) j ,

(38)

and the energy generated by the DSL is calculated using
Eq. (39).

EDS L,T =

j=N∑
j=0

∑n=8760
n=0 EDS L

(1 + r) j . (39)

3.8. Reliability Analysis

Reliability is a key performance indicator in sizing and oper-
ation of a power system [55, 56]. The eliability index used in
this study is loss of power supply probability (LPSP). LPSP is
an indecator used to measure how an energy system is capable
to supply enough power to the load during a certain period. It
is defined as the ratio of energy deficiency to load during a cer-
tain period. The lower LPSP the more reliable operation of the
power system, where if LPSP equals zero means the istalled
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RE/AE resources can cover the load is continously supplied.
Whereas if LSPS is one indicates that the load is never fed [57].
The below equation illustates how LPSP can be computed.

LPS P =

∑8760
n=1 DE(n)∑8760
n=1 PL(n)

, (40)

where DE(n) and PL(n) represent the deficiency in energy and
the demand during a certain time respectively.

3.9. Objective Function and Constraints

The objective function of the optimum design problem is the
minimization of the LCOE of the PV/BES/DSL while satisfy-
ing the operational constraints. PV rated power, BES hours of
autonomy and fuel cost are the state variables of the optimiza-
tion study. When these values were optimized, the objective
function was expected to get the lowest value. The objective
function is defined by Eq. (41).

min LCOE = min
N∑

j=0

Costsystem

(1 + r) j

Esystem

(1 + r) j

, (41)

where Costsystem is expressed by Eq. (28), and Esystem is ex-
pressed by Eq. (30).

Figure 8: Levelized cost of energy for the HES when using AES approach and
for five values of HA.

Table 7: The size of HES based on EMS initial based on AES approach.

Subsystem Size
PV / inverter 140 kW / 154 kW

Battery energy system / inverter 218 kWh / 29.4 kW
Diesel generator 32 kW

Electrolyzer / inverter 100 kW / 110 kW
Fuel cell / inverter 32 kW / 35.2 kW

Hydrogen Tank 89.5 kg

Table 8: Operating conditions used for EMS 1 operation.

Condition Description
10-14 same as in Table 1

15 soc(n) > socDS L

16 Pinput > PL
17 PPV,surplus(n) > 0 & socHT (n) < socHTmax

18 socHT (n) ≥ socHTmax

19
Pinput(n) < PL(n) & Jan < n < Jun

& soc(n) ≤ socFC & socHT (n) > socHTmin

20
Pinput(n) < PL(n) & Oct < n < Dec

& soc(n) ≤ socFC & socHT (n) > socHTmin

21 socHT (n) ≤ socHTmin

For a hybrid PV/BES/diesel system, the following opera-
tional constraints should be satisfied. All these constraints have
been explained in Section 3.

0 ≤ PPV,rated ≤ αPLmax , (42)

12 < HA < 60 , (43)

0 ≤ PDS L(n) ≤ PDS L,rated , (44)

3.10. Initial Sizing

The AES approach has been discussed thoroughly in Sec-
tion 3. AES is the first step in the integrated framework as illus-
trated in Fig. 9. The output of this step is the initial size of the
HES using EMS initial. Fig. 8 presents the output results of the
AES approach. Each colored line represents the LCOE values
for a specific BES HA and over the PPV,rated range from 0 to
267 kW. The results are compared to the cost of a DSL assum-
ing that this DSL is the only source for supplying the load, and
represented by the blue straight line. Such unitary energy cost,
corresponding to the LCOE with no RE/AE sources integrated,
is calculated in Eq. (45) [42].

UDS L =
S FC · fp

ELtotal
, (45)

where fp is the fuel cost, ELtotal is the total energy of the load
for one year, SFC is the specific fuel consumption for DSL and
calculated using the following equation:

S FC = A · PLmax · n + B · ELtotal . (46)

where n is the number of hours in one year, A and B are the
DSL consumption curve coefficients, and PLmax is the maxi-
mum load.

Our objective in the first step of the framework is to optimize
the size of PV/BES/DSL and ensure achieving the minimum
LCOE at the same time. According to Fig. 8 the minimum
LCOE is obtained when PPV,rated is equal to 140 kW, and 12
hours of autonomy for the BES. The BES capacity at 12 hours
of HA is 218 kWh using Eq. (7). The obtained HES compo-
nents’ sizes are presented in Table 7.
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Figure 9: Stylized demonstration of three-step proposed framework: (1) analytical and economic sizing; (2) using FA to generate various EMS; and 3) evaluation
model and replacing EMS initial.

4. Integrated Framework

Figure 9 illustrates the proposed integrated framework for
finding the optimal size-EMS combination of a HES. The
framework consists of three steps. The first step is apply-
ing AES approach (Section 3) to find the initial sizes of HES
components based on EMS initial. Once the sizes are obtained,
they will be exercised by three different EMSs generated from
EMS initial using FA and this is the second step. Also, a number
of performance indices will be calculated for each EMS in the
second step to be used by the next step. In the third step, an
evaluation model is proposed to compare the performance in-
dices of each EMS and track the conditions related to each per-
formance index. Then the elected conditions are used to obtain
EMS new which will replace EMS initial in the first step. Finally,
the optimal size-EMS combination will be achieved based on
EMS new. Next sections describe the integrated framework sec-
ond and third steps in detail.

4.1. Instantiate Various EMSs using Finite Automata

FA is utilized to implement EMS initial and instantiate three
EMSs such that all the EMSs have the same outline as the
EMS initial. Employing FA to implement EMS initial has been
described in detail in Section 2.3. The instantiation process is
done by generating three models of EMS initial. Then by chang-
ing some of the operating conditions that are related to the acti-
vation of the DSL, FC, and EL, three different EMSs with dif-
ferent operation will be generated. The initial sizes obtained
in Section 3.10 are applied using these EMSs and assessment

between them are described by the performance indices, as ex-
plained in the next section.

Figures 10-12 describes the EMSs instantiated from
EMS initial by FA and graphically represented using TCT soft-
ware [34]. Below is a description of these EMSs and the
changes in the operating condition with reference to EMS initial

described in Fig. 4.

All the EMSs have the same states as in EMS initial and pre-
sented in Fig. 3. Figure 10 represents EMS 1 modeled in FA
and the conditions are illustrated in Table 8. Conditions from
10 to 15 are the same as in EMS initial, conditions from 10 to 13
related to the EL, while 14 and 15 controls the DSL operation.
The DSL in EMS 1 when operates will provide its rated power,
and any extra energy after satisfying the load will be used to
charge the BES. There are changes in EL operation, the EL will
exploit any surplus PV power to produce hydrogen. Where con-
dition 16 is for switching on EL and 17 or 18 to switch it off.
The FC is set to operate during a specified period in the year,
from January to June and from October to December and its
output power is equal to the load at the time of operation and
represented by condition 19 and 20. The occurrence of condi-
tions 21 or 22 lead to switch off the FC.

The next instantiated EMS is EMS 2 and Fig. 11 describes
its FA model. The conditions are given in Table 9. Conditions
from 10 to 13 (BES operation) are the same as EMS initial in Ta-
ble 1. The condition that describes the DSL operation is either
14 or 15. Condition 14 characterizes switching on the DSL with
hysteresis zone to minimize the frequency of switching. Condi-
tion 15 operates the DSL such that the generated output power

13
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Figure 10: Implementing EMS 1 in FA and using the states described in Fig. 3.

is equal to 30% of PDS L,rated when PL(n) ≤ 30%·PDS L,rated, oth-
erwise PDS L(n) = PL(n). Condition 16 is for switching off the
DSL. The FC operation is also controlled by hysteresis zones as
in condition 20, and condition 21 is for normal operation of the
FC and its output power is equal to the load. The occurrence
of condition 22 will turn off the FC. Figure 12 illustrates the
third instantiated EMS using FA The difference between EMS 3
and EMS initial is the status of BES in state 1 changed from idle
to charge. The reason for this is the value of the output power
from the DSL and FC are their rated power at each time they are
activated. Therefore, after supplying the load, any extra power
is used to charge BES. The operating conditions for EMS 3 is
the same as in Table 1 with a change in the EL operating con-
dition 16 and 17 as following:

• Condition 16 in EMS 3: 0 < PPV,surplus(n) < PEL,min &
socHT (n) < socHTmax & soc(n) > socmin

• Condition 17 in EMS 3: PPV,surplus(n) = 0

The EL in EMS 3 will operate if there there is any surplus PV
energy even if it is less than the minimum, the EL will take
energy from the BES until the energy reaches its minimum rated
power. But before that the BES should has enough energy to
supply the EL.

The three instantiated EMSs along with EMS initial are simu-
lated with the initial sizes and a number of performance indices
are computed. These indices are the input to the third step in
the integrated framework, the evaluation model and EMS initial

replacement.

4.2. Performance Indices

There are multiple performance indices have been adopted
to asses the instantiated EMSs. Working hours for the DSL,
FC and EL WHDS L, WHFC and WHEL respectively are among
these indices. Table 11 shows the performance indices used
in the evaluation model. Along with the working hours of the

Figure 11: Implementing EMS 2 in FA and using the states described in Fig. 3.

Figure 12: Implementing EMS 3 in FA and using the states described in Fig. 3.

above-mentioned components, the LCOE, fuel cost, PV contri-
bution, and system overall efficiency are also selected for the
evaluation. WHDS L is an important index since one of the de-
sired properties in the optimal EMS is to reduce the working

Table 9: Operating conditions used for EMS 2 operation.

Conditions Description
10-13 same as in Table 1

14
Pinput(n) < PL(n) & socDS L < soc(n) < 30%

& BDS L(n − 1) = 1 & BFC(n) = 0

15
Pinput(n) < PL(n) & soc(n) ≤ socDS L

& BFC(n) = 0
16 Pinput(n) > PL(n)

17
PEL,min ≤ PPV,surplus(n) ≤ PEL,rated

& socHT (n) < socHTmax

18 PPV,surplus(n) < PEL,min

19 socHT (n) ≥ socHTmax

20
socFC ≤ soc(n) ≤ 40% & socHT (n) > socHTmin

& BFC(n − 1) = 1
21 soc(n) ≤ socFC & socHT (n) > socHTmin

22 socHT (n) ≤ socHTmin
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hours of the DSL as well as the fuel cost. Moreover, the ob-
jective function of this study (Section 3.9) is to minimize the
LCOE, so comparing the LCOE for the four EMSs will give
an indication if the generated EMS new satisfies this objective or
not. PV contribution also an important index that represents the
percentage of utilized PV energy in BES charging, supplying
the load and activating the EL. Finding this index can help in
obtaining an EMS that exploits higher PV energy and reduces
PV energy losses.

4.3. Evaluation Model and EMS initial Replacement

To carry out the analysis, an evaluation model is introduced
to compare all the output performance indices in Table 11 for
all the instantiated EMSs and EMS initial as well. The purpose
of the evaluation model is to select the operating conditions that
lead to the most reliable performance of the HES. After deter-
mining the most reliable indices for each EMS, the function of
the evaluation model is to track the operating conditions related
to each reliable index and employ these operating conditions in
the new EMS. the following gives an illustration regarding the
evaluation process:

• It is observed from Table 11 that WHDS L is minimum for
EMS 1, because the DSL operated at its rated power. So
the condition that controls the operation of the DSL in
EMS 1 is adopted to be used in EMS new.

• It is better also to minimize WHFC because of the high
cost of the FC operation. By looking at Table 11, it is
noticed that WHFC is minimum for EMS 3. Therefore, this
condition is elected to be in EMS new.
• WHEL is maximum for EMS 3, higher WHEL means more

H2 generation. Similarly, the condition of the EL in EMS 3
is chosen to be used in EMS new.
• The LCOE and fuel cost calculated for all the EMSs are

minimum for EMS 1, this because the WHDS L is minimum
and this leads to minimization of fuel cost.
• The PV contribution for EMS 3 is the highest, this explains

the highest WHEL.
• It is clear that the ηsys for all the EMSs is almost the same,

which means ηsys has no effect on choosing the operating
conditions but will be used later for comparison between
AES sizing and the integrated framework.

The values of EMS initial and EMS 2 performance indices in
Table 11 are always mediate between EMS 1 and EMS 3, there-
fore none of the operating conditions of these EMSs are used
in EMS new generation. To this end the EMS new is generated by
the evaluation model and its FA representation is described by
Fig. 13 and the featured operating conditions can be found in
Table 10.

According to Table 11, it is clear that the performance indices
for EMS new have better values when compared to all the indices
of the EMSs in terms of WHDS L, WHFC , LCOE, fuel cost and
PV utilization.

Thus, the EMS initial will be replaced by EMS new. Following
that, the AES approach can be re-exercised to generate an en-

Figure 13: Implementing EMS new in FA and using the states described in
Fig. 3.

Table 10: Operating conditions used for EMS new operation.

Conditions Description
10 Pinput(n) ≥ PL(n) & soc(n) < socmax

11 soc(n) ≥ socmax

12 Pinput(n) < PL(n) & soc(n) > socDS L

13 soc(n) ≤ socmin

14
Pinput(n) < PL(n) & soc(n) ≤ socDS L

& BFC = 0
15 Pinput(n) > PL(n)

16
0 < PPV,surplus(n) < PEL,min

& socHT (n) < socHTmax & soc(n) > socmin

17 PPV,surplus(n) = 0
18 socHT (n) ≥ socHTmax

19
Pinput(n) < PL(n) & socFC < soc(n) ≤ 40%
& socHT (n) > socHTmin & BFC(n − 1) = 1

20
Pinput(n) < PL(n) & soc(n) ≤ socFC

& socHT (n) > socHTmin

21 soc(n) > socFC

22 socHT (n) ≤ socHTmin

hanced size of the HES based on EMS new. The results of the
integrated framework are discussed in the following section.

5. Results and Discussion

The simulations were done using real data profiles for both
PV and load (Fig. 6). Firstly, a PV/Diesel/BES/Hydrogen sys-

Table 11: Performance indices that used asses the instantiated EMSs.

Index EMSinitial EMS 1 EMS 2 EMS 3 EMSnew

WHDS L(hrs) 1994 800 1975 2276 793
WHFC(hrs) 525 487 470 136 162
WHEL(hrs) 224 322 213 337 396

LCOE(£/kWh) 0.6306 0.4337 0.5846 0.6041 0.4141
Fuel cost (£) 21,037 10,061 21,197 24,030 9,973.2

PV contribution 57% 57% 57% 59% 57%
ηsys 89% 88% 88% 88% 89%

15



Author / Applied Energy 00 (2019) 1–19 16

Figure 14: Levelized cost of energy for the HES when using the integrated
framework.

Figure 15: Battery soc, load, FC and PV power values during 48 hours in June,
the DSL output is zero during these hours.

tem HES having an initial EMS is examined using AES ap-
proach and the results are analyzed. Then, the same HES is
examined using the proposed integrated framework, and the ob-
tained sizing results are then compared to the results of the ini-
tial sizing.

Table 7 and Table 12 show the sizing results of HES com-
ponents using AES approach and integrated framework respec-
tively. Notice that the PV is the main component in the HES in
terms of installed capacity in both cases. The BES, DSL and
FC remained the same sizing for both approaches. The DSL
and FC sizes depend only on the maximum load, so any change
in the sizes of HES subsystems will not affect these two sub-
systems. On the other hand, the size of BES as calculated from
Eq. (7) also depends on the average load and HA.

As observed in Fig. 8 and Fig. 14 the PV and BES sizes are
determined based on the minimum LCOE for the PV/BES/DSL
system only. For AES approach and the integrated framework,
the minimum LCOE obtained when HA = 12 hrs. This ex-
plains why BES remains the same capacity. PPV,rated = 140 kW

Figure 16: Hydrogen tank soc, EL, PV, FC power values during 48 hours in
June.

when using AES approach and PPV,rated = 60 kW when apply-
ing the integrated framework. There is a 42% increase in PV
contribution (as detailed in Table 13), and therefore, a decrease
in PV energy losses. PEL,rated in AES approach is assumed to
be 100 kW (see Section 3.5). However, the LCOE and WHDS L

and hence the fuel cost are substantially reduced. EMS new and
as a result, there is a reduction in the size of some components.
Accordingly, the EL rated power is found to be 50 kW. PFC,rated

remains the same, and the HT size is based on the EL size and
is calculated to be 45 kg. The new sizes for the hydrogen sys-
tem are used in the resizing process of the integrated framework
with the EMS new to obtain new sizes for the PV/BES. The re-
sults obtained by the AES approach and the integrated frame-
work for standalone HES are shown in Table 7 and Table 12. It
is clear that using the integrated framework leads to a signifi-
cantly lower size for the PV. However, even though the sizes of
BES and DSL stayed the same, the performance indices related
to them shown an improvement in performance. For example,
as shown in Table 13, the operation hours of DSL and FC de-
creased by 35% and 83% respectively. Moreover, the LCOE
is reduced by 40% and the fuel cost is decreased by 23%. In
addition, more utilization of PV energy is obtained by using the
framework as the PV contribution increased to 98%, indicat-
ing that the PV energy is almost fully exploited. Applying the
integrated framework yielded also to a reduction in the replace-

Table 12: The optimal size of the HES using the integrated framework.

Subsystem Size
PV / inverter 60 kW / 66 kW

Battery energy system / inverter 218 kWh / 29.4 kW
Electrolyzer / inverter 50 kW / 55 kW

Fuel cell / inverter 32 kW / 35.2 kW
Diesel generator 32 kW
Hydrogen Tank 45 kg
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Figure 17: Hydrogen tank soc, EL, PV, and FC power values during 48 hours
in September.

Figure 18: Battery soc, load, PV, DSL power values during 48 hours in
December.

ment cost of the DSL by half, as the DSL is replaced twice
during the HES lifetime compared to three times when using
AES approach.

The LPSP as described in Section 3.8 indicates how the sys-
tem is reliable by finding the probability that the HES is unable
to supply the load. By looking at LPSP values in Table 13 it is
noticed that their values are zero, this expected as at the times
where there are insufficient energy from RE/AE resources or the
BES, the diesel generator will supply the demand with power
equivalent to its rated power. The LPSP can be recognized more
in undersized systems, in this study the sizing obtained by AES
is considered oversized while the size obtained by the integrated
framework is the optimal sizing. Based on this the value of
LPSP will be zero for AES and integrated framework.

Fig. 15 demonstrates values of soc, PLoad, PPV and PFC for
48 hours in June as a result of applying the integrated frame-
work. The DSL output power is zero during that period since

Table 13: Comparison between the results obtained by using AES approach
and the integrated framework.

Index AES Framework Improvements
WHDS L (hrs) 1994 1293 35% reduction
WHFC (hrs) 525 88 83% reduction
WHEL (hrs) 224 356 37% increase

LCOE (£/kWh) 0.6300 0.3809 40% reduction
Fuel cost (£) 21037 16262 23% reduction

PV contribution 57% 98% 41.8% increase
li f eDS L (years) 8 12 50% reduction in RCDS L

ηsys 90 93 7% increase
LPSP 0 0 0

there is available PV energy and soc is between 30% and 90%.
The load ranges between 5-15 kW, during daylight and the BES
and PV power cover the load. During night hours, BES goes be-
low 35% and with available H2 in the HT, the FC is activated.
The FC operated four times, generating its rated power each
time. Any extra power is used to charge BES. This also can
be seen in Fig. 16, which represents HT levels, PEL and PFC

power values during the same 48 hours in June. Fig. 16 shows
that socHT starts to decrease when PFC is on, and has a slight
increase when PEL is on due to the H2 generation from the EL.

Since power generation, consumption, and the load are vary-
ing through the year, it is important to display them during dif-
ferent times in the year. Fig. 18 shows the values of BES soc,
PLoad, PPV and PDS L for 48 hours in December as a result of ap-
plying the integrated framework. The FC output power is zero
during that period as there is not enough H2 in the tank during
this time of the year. The HES depends on the DSL to satisfy
the load, because the PV output during winter is low while the
load is high. The DSL operated 14 times during this period gen-
erating its full rated power each time. The H2 level is minimum
during the same period, as well as the FC and EL power values
are zero. In order to illustrate the hydrogen system performance
when the HT is almost full, Fig. 17 represents hydrogen system
values for 48 hours in September. socHT is 80%, the EL is op-
erated when there is surplus PV energy while the FC is operated
just once.

Finally, to ensure that the generated EMS new is the optimal
between all the EMSs generated by FA, simulations are car-
ried out for EMS 1, EMS 2, EMS 3 using the new sizes of the
HES to generate EMS 1new, EMS 2new, EMS 3new. The results in
Table 14 lead to the same conclusion where the performance
indices of EMS new registered the minimum values in WHDS L,

Table 14: Performance indices for EMS new and generated EMSs using the
sizes from the integrated framework.

Index EMS new EMS 1new EMS 2new EMS 3new

WHDS L(hrs) 1293 1327 3662 3663
WHFC(hrs) 88 37 181 85
WHEL(hrs) 356 174 176 352

LCOE(£/kWh) 0.3809 0.3911 0.6688 0.6808
Fuel cost (£) 16,262 16,689 39,256 38,640

PV contribution 98% 90% 98% 98%
ηsys 93% 96% 96% 93%
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LCOE and fuel cost.

6. Conclusion and Future Work

A novel integrated framework is successfully developed to
find the optimal size-energy management strategy combination
for a hybrid standalone photovoltaic/battery/diesel/hydrogen
system. The novelty in this work can be summarized as tak-
ing the impact of selecting the right energy management strat-
egy on the sizing of a hybrid energy system. This can lead
to better performance and can be explained in our integrated
framework by reducing the cost, reducing the diesel generator
and fuel cell working hours and increasing the photovoltaic uti-
lization. Moreover, using finite automata in implementing and
instantiating multiple energy management strategies to attain
an improved one has not been reported. The proposed frame-
work consists of three consecutive steps; firstly, an analytical
and economic sizing is performed using an initial energy man-
agement strategy to find the initial size of the hybrid energy
system. Secondly, Finite Automata is utilized to implement the
initial energy management system and instantiate various en-
ergy management strategies. A number of simulations are per-
formed to exercise these energy management strategies using
the initial sizes. A set of performance indices are also calcu-
lated for the instantiated energy management strategies in this
step which will be used as entries to the next step. Follow-
ing that, an evaluation model is implemented to compare the
performance indices of the initial and instantiated energy man-
agement strategies. It determines the best-operating conditions
to use them in generating a new EMS. The new generated EMS
will replace the initial EMS, and then the analytical and eco-
nomical sizing is carried out again to find the new size based on
the new energy management strategy. Simulation results from
the the integrated framework yield better results when com-
pared to the results from the initial analytical and economic
sizing in terms of reducing the photovoltaic, electrolyzer and
hydrogen tank sizes. Moreover, the system levelized cost of
electricity is reduced when using the proposed framework.

In future research work, the selection of the featured oper-
ating conditions will be done in an automatic way using the
formal languages of the finite automata. This will allow the
production of all possible energy management strategies from
the initial energy management strategy, which will improve the
whole process of generating the optimal energy management
strategy. Moreover, a sensitivity analysis and uncertainty in
load and photovoltaic will be added to study how will this affect
the hybrid energy system sizing.
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