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Nomenclature 3 

a, b, c, d, e Degradation model coefficients 

Battrated(k) The battery size (rated capacity) of each battery k 

BBAU(k,n) The benefits gained for the BAU scenario (in £), for each user k, for each representative day n 

BP2P(k,n) The gained benefits from P2P for each user k, for each representative day n 

BP2P-CO2(k,n)) The benefits gained due to carbon emissions savings for each user k, for each representative day n 

BP2P-PV(k) The benefits gained for each kWh that is provided to the grid from the PV surplus, of each user k 

BP2P-tot(k,n)  The benefits gained from P2P energy exchange process for each user k, for each representative day n 

Btot(k,n) The total benefits each user k gains for each representative day n 

Cbatt The current battery prices 

CBAU(k,n) The total cost paid to the grid (in £), for BAU scenario by each user k for each representative day n 

CCO2-saved(k,n)  The tariff paid for each tone of carbon emissions that is saved 

Cdeg(t,k) The degradation cost for each discharging event, at time t for each battery k 

Cgrid-BAU(k,n)  The cost paid to the grid (in £) by each user k, for each representative day n 

Cgrid-P2P(k,n) 
The total cost paid to the grid for P2P process by each user k (in £), for each representative day n, including 

battery charging cost 

CHT The high tariff of the existing ToU tariff scheme 

Cinv(k) The inverter cost of each inverter k 

Cinvest(k) The investment cost for each user k 

CLT The low tariff of the existing ToU tariff scheme 

CP2P(k,n) The total cost for P2P energy exchange process for each user k, for each representative day n 

CP2P-tariff The tariff paid for each kWh delivered during the P2P energy exchange process 

CPV-surplus The reward provided for each kWh fed into the grid 

CPV-surplus(BAU)  The FIT paid for each kWh fed into the grid by the PV 

E1 The total energy loss (kWh) due to fault 
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ABSTRACT 

Peer-to-peer (P2P) energy exchange is a popular market mechanism which enables the transaction of energy 

in local communities. The advantages of this method for different stakeholders has been demonstrated in the 

literature. However, the effect of P2P energy exchange on economic and resilient operation of microgrids (MGs) 

has not been studied yet. This paper presents a P2P energy exchange framework for improving economic and 

resilient operation of MGs. The proposed method considers the synergistic benefits of system operator and end-

users in terms of: a) economic benefit from participation in in the market, b) system resilience improvement, 

c) battery lifetime improvement, and d) carbon emissions reduction. The proposed method optimizes the 

battery sizing and operation, while categorizing and prioritizing the end-users. In order to evaluate the 

effectiveness of the proposed method, it has been applied to four different geographical locations with various 

Time-of-Use tariff schemes, and is tested against different fault scenarios. The results show that the proposed 

method can improve the resilience up to 80%, while battery lifetime can be prolonged by 32% - 37%.  
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Ebatt-sc(k,n)  
The energy needed for self-consumption , for each user k during the P2P energy exchange period for the day 

n 

Emax(k) The maximum energy that can be discharged from the inverter of user k 

Emax-batt(k) The maximum energy that can be discharged from the battery of user k 

Enet-tot(k,n) The total net energy for the BAU scenario for each user k, for each representative day n 

EPV(k,n) The energy produced from the PV panel of user k, for the day n 

EPV-surplus(k,n)  
The energy surplus produced from the PV of each user k, during P2P energy exchange for each 

representative day n 

Etot-P2P(k,n)  The total energy required during the P2P energy exchange period by each user k and for each the day n 

I(t,k) Discharging current of battery k at time k 

Imax(k) Maximum discharging current of battery k 

lossbatt(k) The percentage of estimated battery losses for each battery k, for each representative day n 

PB(k) The cost of each battery k 

Pinv(k) The maximum power that can be discharged by the inverter of user k 

PL(t,k)  Load demand at time t for user k 

Pnet(t,k) Net power at time t for user k 

PPV(t,k) PV generation power at time t for user k 

q Discount rate 

Qcycle loss %(t,k)  The percentage of cycle loss due to the discharging event, at time t for each battery k 

r The reduction tariff offered to the users participating in the P2P process 

SoC(t,k) State of Charge at time t of battery k 

SoCmax(k) Maximum State of Charge of battery k 

SoCmin(k) Minimum State of Charge of battery k 

tdist The total minutes of disturbance of all users 

TP2P-end Time that P2P energy exchange process ends 

TP2P-start Time that P2P energy exchange process starts 

WCO2-saved(k,n)  The amount of carbon emissions saved from each user k, for each representative day n 

y years 

ΔΤP2P The duration of P2P energy exchange process 

η The threshold of maximum cycle loss 
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Abbreviations 5 
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BAU Business As Usual 

BAU Business As Usual 

BO Battery Owners 

CBA Cost-Benefit Analysis 

DERs Distributed Energy Resources 

DNO Distributed Network Operator 

EL Energy Limits 

EMS Energy Management System 

EVs Electric Vehicles 

FIT Feed-In Tariff 

FLTBatt Battery fault scenario 

FLTCOM Communication fault scenario 

FLTFeed Feeder fault scenario 

FLTTF TF fault-losing supply scenario 

FR Frequency Regulation 

GC Grid - Connected 

GHG Green House Gas  

HT High Tariff 

LT Low Tariff 

MG Microgrid 
NPV Net Present Value 
P2P Peer-to-Peer 
PL Power Limits 
TF Transformer 
ToU Time-of-Use 
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I. INTRODUCTION 8 

   Microgrids (MGs) are small-scale power systems consisting of self-controllable interconnecting distributed energy resources 9 

(DERs) and load customers within clearly defined electrical boundaries [1]. Microgrids can operate in grid-connected and islanded 10 

modes. In the grid-connected mode, the microgrid exchanges power with the main grid, while in the islanded one, it operates 11 

independently from the main grid, relying on its own assets for power and energy needs [2]. With the increasing number of natural 12 

disasters due to climate change issues and the rise in the penetration level of renewable energy sources (RESs), the optimal control 13 

and management of MGs is becoming a challenge for system operators. The former brings about contingency conditions in the 14 

network while the latter is the reason for the challenge of low-inertia networks. MGs could be the most vulnerable to faults, as the 15 

vast majority of failures occur at this level of the grid, and security standards are less onerous [3]. Therefore, improving the 16 

resilience of MGs while considering the economic perspective is an important issue of evolving energy grids. Numerous metrics 17 

have been proposed to quantify resilience, such as percentage of load loss under extreme conditions, level of disturbance, duration 18 

of disturbance, load served, and number of users disturbed [4]. A novel way to control efficiently MG assets is to establish small-19 

scale energy zones, in particularly designated areas of these systems [5].  20 

Several methods such as network reconfiguration [6], hardening schemes [7], and battery energy storage [8] have been utilised 21 

to improve system resilience. Meanwhile, with increasing the necessity of activating the engagement of end users in the grid, the 22 

emergence of prosumers in the MG can facilitate the efficient operation of MGs in different modes, and this paradigm can be 23 

efficient in improving the economic and resilient operation of MGs. Prosumers can both produce and consume energy, while 24 

actively modifying their consumption depending on the prevailing conditions [9]. These developments can also enable the 25 

introduction of local energy networks, in which each peer can trade energy. This framework is widely known as peer-to-peer (P2P) 26 

energy exchange where prosumers can share their energy with their peers, without mediation by an energy supply company [10]. 27 

A P2P scheme enables users to exchange their energy surplus (or the flexibility) of their demand with other end-users, which can 28 

benefit both energy producers and consumers [11]. High diversity of generation and load demand offers great potential for P2P 29 

sharing. P2P energy exchange schemes have been implemented in different countries, including USA, New Zealand, United 30 

Kingdom, Spain, Portugal and Australia [12]. 31 

P2P energy exchange is a novel approach which enables the local energy exchange and allows the participants to cooperate or 32 

compete in a local market. Current literature on P2P energy exchange mainly focused on market design and pricing mechanisms, 33 

which can be either competitive or cooperative.   34 

In competitive approaches, the prosumers behave independently to gain benefits. In [13], a biding strategy is developed for 35 

ancillary services, where customers’ benefit has been maximised by participating in the local market. The P2P energy exchange 36 

proposed in [14] considered the different social and environmental criteria as the main objective of the participants. The authors 37 

proposed a bilateral P2P energy exchange process with energy contracts among prosumers. The impact of P2P energy trading on 38 

the penetration level of RESs is investigated in [15] where an optimal energy exchange happened between two prosumers which 39 

were aiming to minimise their operational cost. The P2P energy trading can be applied to different technologies. P2P energy trading 40 

between two sets of electric-vehicles (EVs) is analysed in [16], to reduce the impact of charging process on the system during the 41 

business hours.  42 

P2P energy exchange schemes under a cooperative approach have been developed under different game-theory basics. In [17], 43 

a cooperative P2P energy exchange scheme is established, where the prosumers form coalitions to gain benefits as a whole. 44 

Coalition formation is also investigated in [18] under the Blockchain concept, to establish P2P trading among different microgrids. 45 

Reference [19] used game theory to find the ideal incentive structure, to allocate payments among peers.  46 
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The P2P energy trading approaches are considered from a centralized and decentralized perspective. A comparison between a 47 

centralized and decentralized approaches is provided in [20]. Decentralized approaches based on Blockchain have been presented 48 

in the literature [21, 22], either to create smart and safe contracts for prosumers or to increase the integration of renewables, by 49 

providing incentives for the users. In [23], the impact of users’ preferences on line congestion and renewable energy surplus is 50 

analysed under centralised and decentralised P2P energy exchange frameworks. A centralised P2P energy exchange strategy is 51 

proposed in [24] for a community of buildings to optimise building to building and building to grid strategies under a local market 52 

mechanism.  53 

Different intelligent metaheuristic approaches such as fuzzy multi-objective programming [25], teaching learning-based 54 

optimization [26], genetic algorithm [27], particle swarm optimisation [28], etc., are proposed in the literature for improving 55 

optimal operation of MGs. The main drawback of metaheuristic methods compared to mathematical models such as linear 56 

programming, however, is related to the optimality of the results. The latter approaches can guarantee the optimal solution. 57 

Nevertheless, for large-scale mixed-integer non-linear problems, metaheuristics can provide a good-quality solution although they 58 

cannot guarantee the globally optimal solution, whereas classical optimization could possibly have difficulty to solve such a 59 

problem [29].  60 

In the recent literature, P2P energy exchange has been utilised for improving different aspects of the network. In [30], the authors 61 

presented a multi-market paradigm based on P2P energy exchange, with trading among nano-grids, so as to eliminate energy 62 

imbalance and frequency regulation procurement. The dynamic network structure is investigated in the context of P2P energy 63 

exchange in [31], where the authors developed a P2P energy sharing model along with a dynamic network model to reduce power 64 

losses.  65 

The literature review shows that a wide range of papers has been published on the P2P energy exchange and the market design 66 

approaches. Recent studies have also demonstrated the importance of P2P in improving various characteristics of the network, 67 

such as frequency regulation, grid structure and operation. Also, some studies investigated the role of batteries in the context of 68 

P2P energy exchange. One of the main concerns of lithium-ion batteries is the capacity loss, known as degradation effect [32]. 69 

Degradation effect occurs either when the battery remains idle (calendar degradation) or when the battery is operating (operation 70 

degradation). While the calendar degradation is irreversible effect, operation degradation can be mitigated by controlling specific 71 

parameters of battery operation. However, there are some critical technical aspects that are missing in the literature. System 72 

resilience and battery lifetime are two major concepts that require further exploration. Mitigation of degradation leads to the 73 

extension of battery lifetime, increasing the potential benefits for the stakeholders [33].  74 

Considering the importance of the P2P approach, this study fills this gap by introducing a novel P2P energy exchange framework 75 

for microgrids to improve their economic and resilient operation. The main goals of the developed methodology are to: a) improve 76 

system resilience, b) increase battery lifetime, and c) provide economic benefits for the participants. The proposed model is 77 

developed based on a planning mode where the number and the size of batteries is defined in the system. A model is proposed 78 

based on the NPV, where only the users with positive investment outcomes will install a battery. Then in the operation mode, the 79 

participation of battery owners in the P2P energy exchange is categorized based on their contribution to the economic and 80 

environmental objectives. This categorization is utilised to prioritize the users in the MG. This prioritization then defines different 81 

zones of the network. After defining the boundaries of the MG, the power output of batteries is optimized using a mathematical 82 

model defining the optimal charging of batteries subject to their life cycle. The proposed methodology relies on a ToU tariff 83 

scheme, to value benefit in time-shifting demand to low-cost periods, and the main goal is to define its influence on the economic 84 

and resilient operation of the network. Two groups of stakeholders are considered: A) the local system operator and B) the 85 

microgrid users. The stakeholders agree in advance to share the cost and benefits of P2P energy trading. Energy sharing is regulated 86 
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and followed by all participants according to the rules explained in each step, taking into consideration transformer and storage 87 

inverter power limits. The energy trading occurs under three principles: a) by using the storage and renewable assets of the 88 

microgrid, b) P2P energy exchange is enabled during the high-tariff period, and c) it is based on the mutual benefits to the system 89 

operator and microgrid users. The main contributions of this paper are the following: 90 

1) Investigation of the impact of P2P energy exchange on system resilience enhancement, by using the storage assets of end-91 

users. A range of cases is examined, achieving a resilience enhancement of up to 80%. 92 

2) Investigating the effect of P2P energy exchange on battery lifetime. Optimization to minimise battery degradation resulted 93 

in a battery lifetime improvement of 32% - 37%. 94 

3) The proposed framework is generalised and tested for four different locations (Newcastle, New York, New Delhi, Athens) 95 

and several different Time-of-Use (ToU) tariff schemes. The model identifies the input parameters values, for which the 96 

framework is beneficial to the stakeholders, and can be applied to any microgrid. 97 

 98 

   This paper is organized as follows: Section II presents the proposed P2P methodology. Section III describes the fault scenarios 99 

and case study. Simulation results are given in Section IV. Finally, Section V concludes the paper.  100 

 101 

II. METHODOLOGY 102 

A. Battery sizing 103 

   The presented methodology includes two different modes: planning and operation modes. In the planning mode, the number and 104 

the size of storage assets are not defined in advance, thus a battery sizing process is required. In operation mode the storage assets 105 

are predefined thus the sizing process is not required. 106 

   In planning mode, each MG user is willing to jointly buy a battery with the DNO so as to participate in P2P process, in case that 107 

benefits are gained. This will determine the total number of batteries and their size in the MG. The contribution of each stakeholder 108 

to the investment cost and the percentage of benefits gained, is settled in advance. The expected benefits for each potential battery 109 

owner are then estimated. Initially, it is assumed that all users have batteries. A cost-benefit analysis (CBA) is performed for each 110 

of them, seeking the optimum battery size for which their benefits (if there are any) are maximised. For this purpose, the net present 111 

value (NPV) is the metric against which different battery sizes are assessed. With a positive NPV the user gains benefits for the 112 

considered parameters, whereas for a negative NPV the user does not gain benefits after the payback period, meaning the battery 113 

purchase is not a profitable option. If the benefits are satisfactory, the user installs a battery asset. In this study, it is assumed that 114 

all the load and the power generation are known. The net power, 𝑃𝑛𝑒𝑡(𝑡,𝑘) at an individual home is: 115 

 116 

𝑃𝑛𝑒𝑡(𝑡,𝑘) = 𝑃𝐿(𝑡,𝑘) − 𝑃𝑃𝑉(𝑡,𝑘) (1) 117 

 118 

where  𝑃𝐿(𝑡,𝑘) is the load demand and 𝑃𝑃𝑉(𝑡,𝑘) is the power generated by the PV panel (in kW), for each timestep 𝑡 and for each 119 

user 𝑘. The duration of P2P energy exchange process in the time period ∆𝑇𝑃2𝑃 is: 120 

∆𝑇𝑃2𝑃 = 𝑇𝑃2𝑃−𝑒𝑛𝑑 − 𝑇𝑃2𝑃−𝑠𝑡𝑎𝑟𝑡 (2) 122 

 121 

where 𝑇𝑃2𝑃−𝑒𝑛𝑑 is the time when P2P ends; and 𝑇𝑃2𝑃−𝑠𝑡𝑎𝑟𝑡  is the time P2P starts (in minutes). For a particular ToU tariff scheme, 123 

this parameter remains constant. It is assumed that each user has one inverter connected, both to the PV panel and the battery. The 124 
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inverter first covers the power from PV panel and then from the battery of the user. The maximum energy (in kWh) that can be 125 

discharged from the inverter of each user 𝑘, 𝐸max(𝑘) during the P2P period, is: 126 

 127 

𝐸max(𝑘) = 𝑃𝑖𝑛𝑣(𝑘) ∙ ∆𝑇𝑃2𝑃  (3) 128 

 129 

where 𝑃𝑖𝑛𝑣(𝑘) is the maximum power limit of each user’s inverter device (in kW). The maximum energy (in kWh) that can be 130 

discharged from the battery, 𝐸𝑚𝑎𝑥−𝑏𝑎𝑡𝑡(𝑘) is: 131 

𝐸𝑚𝑎𝑥−𝑏𝑎𝑡𝑡(𝑘) =  𝐸max(𝑘) − 𝐸𝑃𝑉(𝑘,𝑛) (4) 132 

where 𝐸𝑃𝑉(𝑘,𝑛) is the energy produced from the PV panel (in kWh) of each user 𝑘, for each representative day 𝑛  that passes through 133 

the inverter. During the P2P energy exchange period, each user uses its battery first for self-consumption and the remaining energy, 134 

for the P2P energy exchange. The energy needed for self-consumption (in kWh), for each user 𝑘 during the P2P energy exchange 135 

period, 𝐸𝑏𝑎𝑡𝑡−𝑠𝑐(𝑘) is: 136 

        𝐸𝑏𝑎𝑡𝑡−𝑠𝑐(𝑘,𝑛) = 𝐸𝑡𝑜𝑡−𝑃2𝑃(𝑘,𝑛) − 𝐸𝑃𝑉𝑡𝑜𝑡−𝑃2𝑃(𝑘,𝑛) (5) 137 

 138 

where 𝐸𝑡𝑜𝑡−𝑃2𝑃(𝑘,𝑛) is the total energy required during the P2P energy exchange period by each user 𝑘 and for each representative 139 

day 𝑛; and 𝐸𝑃𝑉𝑡𝑜𝑡−𝑃2𝑃(𝑘,𝑛) is the total energy produced by the PV panel during P2P energy exchange period, for each user 𝑘 and 140 

for each representative day 𝑛 (in kWh). The benefits gained (in £) for each kWh that is provided to the grid from the surplus of 141 

each PV, of each user 𝑘, 𝐵𝑃2𝑃−𝑃𝑉(𝑘) is: 142 

 143 

𝐵𝑃2𝑃−𝑃𝑉(𝑘,𝑛) = 𝐸𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠(𝑘,𝑛) ∙ 𝐶𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠 (6) 144 

 145 

where 𝐸𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠(𝑘,𝑛) is the energy surplus (in kWh) produced from the PV of each user 𝑘, during P2P energy exchange for each 146 

representative day 𝑛; and 𝐶𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠  is the reward provided for each kWh (in p/kWh). The tariff paid (in £) for each kWh delivered 147 

during the P2P energy exchange, 𝐶𝑃2𝑃−𝑡𝑎𝑟𝑖𝑓𝑓  is: 148 

 149 

𝐶𝑃2𝑃−𝑡𝑎𝑟𝑖𝑓𝑓 = ((𝐶𝐻𝑇 − 𝐶𝐿𝑇 − 𝑟) /100) · 𝑝 (7) 150 

 151 

where 𝐶𝐻𝑇 and 𝐶𝐿𝑇 are the high and low tariffs of the existing ToU tariff scheme, respectively (p/kWh); 𝑟 is the reduction tariff 152 

(p/kWh) offered to the users participating in the P2P process, that have no batteries under their ownership; and 𝑝 is the percentage 153 

of participation of each user to cost and benefits (% percentage). The gained benefits (in £) from P2P for each user 𝑘, for each 154 

representative day 𝑛, 𝐵𝑃2𝑃(𝑘,𝑛) is: 155 

 156 

𝐵𝑃2𝑃(𝑘,𝑛) = 𝑙𝑜𝑠𝑠𝑏𝑎𝑡𝑡(𝑘) ∙ (𝐸𝑚𝑎𝑥−𝑏𝑎𝑡𝑡(𝑘) − 𝐸𝑏𝑎𝑡𝑡−𝑠𝑐(𝑘,𝑛)) ∙ 𝐶𝑃2𝑃−𝑡𝑎𝑟𝑖𝑓𝑓 (8) 157 

 158 

where 𝑙𝑜𝑠𝑠𝑏𝑎𝑡𝑡(𝑘) is the percentage of estimated battery losses for each battery 𝑘, for each representative day 𝑛. P2P energy 159 

exchange will achieve carbon emissions reduction if the grid carbon intensity is lower during the low-tariff (LT) period and higher 160 
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during the high-tariff (HT) period. This will happen as batteries are charged during the LT period and discharged during the HT 161 

period. The benefits gained due to carbon emissions savings for each user 𝑘, for each representative day 𝑛, 𝐵𝑃2𝑃−𝐶𝑂2(𝑘,𝑛) is:  162 

 163 

𝐵𝑃2𝑃−𝐶𝑂2(𝑘,𝑛) = 𝑊𝐶𝑂2−𝑠𝑎𝑣𝑒𝑑(𝑘,𝑛) ∙ 𝐶𝐶𝑂2−𝑠𝑎𝑣𝑒𝑑(𝑘,𝑛) (9) 164 

  165 

where 𝑊𝐶𝑂2−𝑠𝑎𝑣𝑒𝑑(𝑘,𝑛) is the amount of carbon emissions saved from each user 𝑘, for each representative day 𝑛 in tones; and 166 

𝐶𝐶𝑂2−𝑠𝑎𝑣𝑒𝑑(𝑘,𝑛) is the tariff paid for each tone of carbon emissions that is saved (£/tn CO2 saved). This tariff is specified by the 167 

implemented carbon emission policies. The benefits gained from P2P energy exchange process for each user 𝑘, for each 168 

representative day 𝑛, will be: 169 

 170 

𝐵𝑃2𝑃−𝑡𝑜𝑡(𝑘,𝑛) = 𝐵𝑃2𝑃−𝑃𝑉(𝑘,𝑛) + 𝐵𝑃2𝑃(𝑘,𝑛) + 𝐵𝑃2𝑃−𝐶𝑂2(𝑘,𝑛) (10) 171 

 172 

 173 

 The total cost (in £) for P2P energy exchange process for each user 𝑘, for each representative day 𝑛, 𝐶𝑃2𝑃(𝑘,𝑛) is: 174 

 175 

𝐶𝑃2𝑃(𝑘,𝑛) = 𝐶𝑔𝑟𝑖𝑑−𝑃2𝑃(𝑘,𝑛) − 𝐵𝑃2𝑃−𝑡𝑜𝑡(𝑘,𝑛) (11) 176 

 177 

where 𝐶𝑔𝑟𝑖𝑑−𝑃2𝑃(𝑘,𝑛) is the total cost paid to the grid for P2P process by each user 𝑘 (in £), for each representative day 𝑛, including 178 

battery charging cost. To compare the impact of P2P energy exchange framework, a business as usual (BAU) scenario is considered 179 

as a baseline. In this scenario, it is considered that the same users have PV panels but no batteries. The benefits gained for the BAU 180 

scenario (in £), for each user 𝑘, for each representative day 𝑛, 𝐵𝐵𝐴𝑈(𝑘,𝑛) are:  181 

 182 

𝐵𝐵𝐴𝑈(𝑘,𝑛) = 𝐸𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠(𝑘,𝑛) ∙ 𝐶𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠(𝐵𝐴𝑈) (12) 183 

 184 

where 𝐶𝑃𝑉−𝑠𝑢𝑟𝑝𝑙𝑢𝑠(𝐵𝐴𝑈) is the FIT paid for each kWh fed into the grid by the PV. The total cost paid to the grid (in £), for BAU 185 

scenario by each user 𝑘 for each representative day 𝑛, 𝐶𝐵𝐴𝑈(𝑘,𝑛) is: 186 

 187 

𝐶𝐵𝐴𝑈(𝑘,𝑛) = 𝐶𝑔𝑟𝑖𝑑−𝐵𝐴𝑈(𝑘,𝑛) + 𝐸𝑛𝑒𝑡−𝑡𝑜𝑡(𝑘,𝑛) ∙ 𝐶𝐻𝑇 (13) 188 

 189 

where 𝐶𝑔𝑟𝑖𝑑−𝐵𝐴𝑈(𝑘,𝑛) is the cost paid to the grid (in £) by each user 𝑘, for each representative day 𝑛, for the same period P2P energy 190 

exchange lasts in order the results to be comparable; and 𝐸𝑛𝑒𝑡−𝑡𝑜𝑡(𝑘,𝑛) is the total net energy (in kWh) for the BAU scenario for 191 

each user 𝑘, for each representative day 𝑛, for the same period P2P lasts. The total benefits each user 𝑘 gains for each representative 192 

day 𝑛, 𝐵𝑡𝑜𝑡(𝑘,𝑛) is: 193 

 194 

𝐵𝑡𝑜𝑡(𝑘,𝑛) = 𝐶𝐵𝐴𝑈(𝑘,𝑛) − 𝐶𝑃2𝑃(𝑘,𝑛) (14) 195 

 196 

The investment cost for each user 𝑘, 𝐶𝑖𝑛𝑣𝑒𝑠𝑡(𝑘) is: 197 

 198 
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𝐶𝑖𝑛𝑣𝑒𝑠𝑡(𝑘) = (𝐶𝑏𝑎𝑡𝑡 ∙ 𝐵𝑎𝑡𝑡𝑟𝑎𝑡𝑒𝑑(𝑘) + 𝐶𝑖𝑛𝑣(𝑘)) ∙ 𝑝 (15) 199 

 200 

where 𝐵𝑎𝑡𝑡𝑟𝑎𝑡𝑒𝑑(𝑘) is the battery size (rated capacity) of each battery 𝑘 (in kWh);  𝐶𝑏𝑎𝑡𝑡 is the current battery prices in £/kWh; and 201 

𝐶𝑖𝑛𝑣(𝑘) is the inverter cost of each inverter 𝑘 (in £). The net present value (NPV) equation can be found in [34]. In this study, the 202 

net present value of each for each user 𝑘, after 𝑦 years for each representative day 𝑛, 𝑁𝑃𝑉(𝑦,𝑘,𝑛) is: 203 

 204 

𝑁𝑃𝑉(𝑦,𝑘,𝑛) = ∑
(𝐵𝑡𝑜𝑡(𝑘,𝑛) − 𝐶𝑖𝑛𝑣𝑒𝑠𝑡(𝑘))

(1 + 𝑞)𝑦

𝑦

1

 (16) 205 

 206 

where 𝑞 is the discount rate after 𝑦 years. The highest NPV is selected, as it represents the maximum benefits. The NPV value is 207 

calculated on an annual base, using a certain number of representative days for each user. For each representative day, an optimum 208 

battery size is estimated, for which the NPV value is maximized. The annual benefits will be the average value of the benefits 209 

gained for each representative day. In the same way, the battery size will be the average value of the optimum sizes of each 210 

representative day.  211 

 212 

B. Users’ categorization and priority order 213 

   The methodology is applied to microgrids where users have batteries or/and PV under their ownership. The MG users who have 214 

batteries are characterized as “Battery owners” (BO), while the rest of them as “Grid-connected” (GC) users. The users’ 215 

categorization is implemented regardless the PV ownership. The energy can be also shared with users outside the MG, named 216 

“users outside MG”. BO charge their batteries during the low-tariff (LT) period and discharge them during the high-tariff (HT) 217 

period. During P2P process, the stored energy is sold in a price slightly lower to the existing HT, providing incentives to the users 218 

to participate in the process. The users that are not included in the P2P process continue to pay the HT as before. The amount of 219 

reduction is settled by the system operator and the BO users.  220 

    221 
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 222 

Figure 1: Users' priority order. 223 

   The prioritization can be determined in several ways. In this study, three principles have been followed: first to minimize 224 

disruption to users with storage assets, second to align with the physical features of the network, and third to minimize the number 225 

of users interrupted. It is recognized that these principles will impact different types of users in different ways, for instance in this 226 

case, users with high consumption will be more likely to be disconnected. Other principles can be adopted to determine the 227 

prioritization order that is applied. For this study, users’ prioritization is shown in Figure 1. The users are prioritized in three stages. 228 

First, the BO users are prioritized, as they are the key players of P2P process, starting from the one with the lowest energy demand 229 

until the one with the highest one. Second, the GC users are prioritized. GC prioritization occurs based on the energy mismatch of 230 

each feeder for the P2P energy exchange period, on a day ahead basis. The mismatch is calculated by subtracting the total stored 231 

energy in the batteries of the feeder, from the total net energy demand of the feeder’s user. A negative mismatch means there is 232 

surplus energy in the batteries of the feeder, while a positive value shows a deficit. The MG feeders are prioritized from the lowest 233 

mismatch value to the highest. The GC users of the first priority feeder have priority from the users of second priority feeder and 234 

so on. However, a second prioritization happens within each feeder, where the users are also prioritized from the lowest to the 235 

highest energy demand. Third, the “users outside the MG” are prioritized according to their energy demand, simply form the lowest 236 

to the highest. Finally, the model checks how many users can be served based on the availability of the available energy stored in 237 

the batteries and used for P2P process. 238 

 239 

C. Zoning 240 

    In this study, the concept of “zone” is used, which is defined as the area where P2P energy exchange is enabled. The zone is 241 

expanded according to the users’ priority order, described in the previous section. The users who participate in it gain privileges 242 

from the P2P process. 243 
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   The energy sharing occurs within energy and power limits. Energy limit refers to the stored energy available in each timestep 244 

while power limit is given by the maximum transfer capacity of the inverters and transformers. Zones are dynamically defined that 245 

include users according to those that can be served within the energy and power limits (following the priority order defined in the 246 

previous step). 247 

 248 

Figure 2: Microgrid topology and zone expansion in time. 249 

   As zone members gain benefits, all MG users have incentives to participate in it. MG users mitigate their energy consumption 250 

during HT period to reduce energy costs, and they have further incentives to reduce it due to the P2P energy exchange process. 251 

Regarding BO users, the less energy they need for themselves, the more energy they have available in their batteries to share and 252 

gain benefits. In the same way, GC users try to reduce their energy needs as in this way, they have more chances to be part of the 253 

zone and gain a reduction tariff as reward. 254 

   An example of zoning expansion according to a particular order, is presented in Figure 2. The zone area does not always coincide 255 

with a continuous geographical area, as some batteries might be in a feeder that does not participate in the zone, yet its “Battery 256 

owners” do.  257 

   The NPV described in (16), is initially calculated, without taking into consideration the TF power limit per user, as the amount 258 

of power used within the MG and the amount exported to the grid, cannot be estimated in advance. However, after the number of 259 

batteries is determined, the zone process runs again for the 𝑛 representative days, this time including TF power limits. The model 260 

calculates how much energy remains in the batteries (if any) after the zoning process. If there is unused energy this is interpreted 261 

to mean that the batteries are oversized. Thus, the battery sizes of the existing batteries are corrected, and the NPV value is 262 

recalculated as well as the users’ categorization and zoning process (Figure 3). 263 
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 264 

Figure 3: Planning mode flowchart. 265 

D.    Optimum battery discharging 266 

   After the zone boundaries have been defined for each timestep, the power required from the batteries of the BO users is calculated. 267 

The required power will be equal to the total net power demand for the P2P period, with the power limits applied. The required 268 

power is used in the optimization section, where the batteries are discharged in unison, to minimize the degradation cost. According 269 

to [32] degradation cost for each discharging event 𝐶deg(𝑡,𝑘), can be describe by the following equation: 270 

 271 

𝐶deg(𝑡,𝑘) =
𝑄𝑐𝑦𝑐𝑙𝑒 𝑙𝑜𝑠𝑠 %(𝑡,𝑘)

𝜂%
∙ 𝑃𝐵(𝑘) (17) 272 

 273 
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where 𝑄𝑐𝑦𝑐𝑙𝑒 𝑙𝑜𝑠𝑠 %(𝑡,𝑘) is the percentage of cycle loss due to the discharging event, for each timestep 𝑡 and for each battery 𝑘; 𝑃𝐵(𝑘) 274 

is the cost of the each battery 𝑘; and 𝜂% is the threshold of maximum cycle loss, according to [32]. The cycle loss will be: 275 

 276 

𝑄𝑐𝑦𝑐𝑙𝑒 𝑙𝑜𝑠𝑠 %(𝑡,𝑘) = 𝐵1 ∙ 𝑒𝐵2∙𝐼𝑟𝑎𝑡𝑒 ∙ 𝐴ℎ (18) 277 

 278 

where 𝐼𝑟𝑎𝑡𝑒  is the discharge rate (C-rate); 𝐴ℎ is the Ah-throughput; and 𝐵1, 𝐵2 are: 279 

 280 

𝐵1 = 𝛼 ∙ 𝑇2 + 𝑏 ∙ 𝑇 + 𝑐 (19) 281 

 282 

𝐵2 = 𝑑 ∙ 𝑇 + 𝑒 (20) 283 

 284 

where 𝑇 is the absolute temperature in K; and a, b, c, d, e are the model coefficients presented in [35]. Distributing the required 285 

power among all the available batteries prolongs battery lifetime compared to a one-by-one battery discharging in which each 286 

home covers its individual needs. In the joint discharge approach the power in each timestep is shared among 𝐾 batteries resulting 287 

in lower discharging currents than individual batteries would see through one-by-one discharging. Lower discharging current 288 

means a lower degradation cost for each battery. The optimum battery discharging problem is formulated below.  289 

 290 

Minimize: 291 

𝑓 = ∑ 𝐶deg(𝑡,𝑘)

𝐾

1

 (21) 292 

 293 

where K is the total number of batteries of the BO users, included in the zone. 294 

subject to: 295 

𝑆𝑜𝐶(𝑡+1,𝑘) = 𝑆𝑜𝐶(𝑡,𝑘) − 𝐼(𝑡,𝑘) ∙ 𝑑𝑡 (22) 296 

 297 

 298 

𝑆𝑜𝐶min(𝑘) ≤ 𝑆𝑜𝐶(𝑡,𝑘) ≤ 𝑆𝑜𝐶max(𝑘) (23) 299 

 300 

0 ≤ 𝐼(𝑡,𝑘) ≤ 𝐼max(𝑘) (24) 301 

 302 

where 𝐶𝑐ℎ𝑎𝑟𝑔(𝑡,𝑘) is the charging cost; 𝐶deg(𝑡,𝑘); 𝑆𝑜𝐶(𝑡,𝑘) is the SoC (in Ah); 𝐼(𝑡,𝑘) is the discharging current of each battery 𝑘 for 303 

each timestep 𝑡; and 𝐼max(𝑘) is the maximum current that can be discharged from each battery 𝑘. The optimization problem is 304 

convex, and the relevant proof is presented in the Appendix. 305 

 306 

III. CASE STUDY 307 

A. Resilience Metrics and Fault scenarios 308 

 In this study, four resilience metrics are selected from the literature for evaluating the proposed methodology. The selected 309 

resilience metrics are presented in Table 1. 310 
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Table 1: Resilience metrics used in this study  311 

Resilience metrics Comments 

Load connected (%) [4] Defined as the percentage of total connected load (in kW) 

during fault, with respect to the initial connected load before 
the fault. 

Number of customers disturbed [36] Number of customers disturbed due to fault. 

Duration of interruption [37] Duration of disturbance (minutes) 

Average level of disturbance (%) Average percentage of lost load for all users. 

 312 

Also, to examine the impact the developed methodology on resilience, four fault scenarios are considered. The first two scenarios 313 

examine the faults on the physical components of batteries and the communication system respectively. The third scenario 314 

investigate the electrical fault in one of system feeders, and the fourth one is the case where TF/supply is lost. The overall 315 

methodology process is summarized in the flowchart presented in Figure 4. Each scenario is described as below: 316 

 317 

Figure 4: Flowchart of the developed methodology. 318 

 319 
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 320 

S1: Battery fault scenario (FLTBatt) 321 

In the FLTBatt scenario, a number of batteries is unavailable due to faults. Fault incidents could occur before or during the HT 322 

period in which the P2P process occurs. Battery faults could occur in multiple batteries during the same day. Repair time is assumed 323 

to be 1-day; so, the P2P energy exchange is reconfigured to continue without the faulted batteries. Users with a battery fault can 324 

still communicate with the MG controller, yet they are treated as simple GC users for that particular day. The zone expansion order 325 

is reconfigured with the available assets, excluding the fault batteries. After reconfiguration, the number of batteries has changed 326 

which could change the zone expansion order. P2P energy exchange continues with the remaining batteries noting that the available 327 

energy for P2P sharing will be less, resulting in shrunken zone boundaries.  328 

S2: Communication fault scenario (FLTCOM) 329 

   Faults to the communication network. Multiple communication faults can happen during the same day, before or during the HT 330 

period. Communication faults can occur either to battery owners or to GC users or to both user categories. In this case, the faulted 331 

users are no longer visible by the MG controller, thus they are automatically excluded from zone.  332 

S3: Feeder fault scenario (FLTFeed) 333 

   A FLTFeed considers losing whole feeder(s) due to faults in the electrical network components. One or more feeders can be 334 

disconnected from the substation leaving their users without supply. The zone is reconfigured by adjusting its boundaries to the 335 

new circumstances. The faulted feeders are automatically excluded from the zone along with their users. P2P energy exchange 336 

continues with the remaining users of the no fault feeders. The zone expansion order is changed, as the faulted feeders are excluded.  337 

S4: TF fault-losing supply scenario (FLTTF) 338 

 The zone is automatically reconfigured so that all MG users are included. P2P energy exchange attempts to mitigate the disturbance 339 

to users until a fault is restored. For this period, the DNO is obliged to provide compensation to the users off-supply, according to 340 

the duration and the level of disturbance. If the energy available in the batteries is sufficient to cover MG users’ needs, for the 341 

expected fault duration, without violating PL, the users will remain undisturbed. However, it is very likely the energy available to 342 

be insufficient, or the PL to be violated in some time steps. In this case, a load curtailment strategy is introduced to satisfy the 343 

energy and power limitations. All MG users have agreed in advance a priority list of devices to be disconnected in case of a 344 

TF/supply fault. The device priority list is shown in the table below: 345 

Table 2: Device priority list. 346 

Appliance’s priority list 

1 Group 1 appliances 

(Standby appliances 

+washing machine) 

2 TVs 

3 PCs 

4 Oven 

5 Fridge 

6 Lights 

   The load is curtailed gradually according to a load curtailment priority order. While in the zoning process there is a user priority 347 

order according to which the users are added in the zone, another priority order is defined for load curtailment process. The load 348 

curtailment priority order will be exactly the opposite of the users’ priority list. In other words, the first user added in the zone will 349 

be the last curtailed. Initially, the first device in the priority list is curtailed according to the load curtailment priority order until 350 



 15 

the point that the energy limits (EL) and PL are not violated. If the EL or PL are still violated the next device is curtailed in the 351 

same way. The flowchart of load curtailment strategy is shown in Figure 5.  352 

 353 

Figure 5: Load curtailment strategy process- FLTTF scenario  354 

 355 

In the first two scenarios, no compensation is provided as system operator is not responsible for these faults, while in the last two 356 

scenarios, the system operator is obliged to provide compensation as it is responsible to cover the energy needs of the end users. 357 

The following equation is utilised for evaluating the compensation required [37, 38]. 358 

 359 

Compensation=0.0119∙𝑡dist+17.5∙𝐸l+0.92 (25) 360 

 361 

where 𝑡dist is the total minutes of disturbance of all users; and 𝐸l is the total energy loss (kWh) due to fault.  362 

In addition to fault scenarios, the efficiency of the proposed method is tested against a case study “No P2P”. This case study has 363 

the same number of batteries, but P2P is not enabled, and thus batteries operate independently in the interests of the individual 364 
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users. The implementation of the methodology requires a communication network to exchange information and make certain 365 

decisions according to the rules explained in this paper. The structure of this network is described in [39].  366 

 367 

B. Input data 368 

The proposed methodology is developed in MATLAB, and fmincon solver is used to solve the model. The input parameters are 369 

shown in Table 3. It is assumed that half of the users have 3 kW PV installations. The DNO and the BO users contribute 50% each 370 

to the investment cost and share the benefits. All microgrid users are domestic users and their load data are produced from the 371 

CREST model [40, 41]. It is assumed that the FIT for P2P energy exchange is increased significantly by policy makers so as to 372 

provide incentives for the users to participate in the market. Thus, for this case study, the FIT for P2P energy exchange is almost 373 

three times higher than that of BAU case (see Table 3). Figure 6 shows the microgrid topology with five parallel feeders and 16 374 

users per feeder.  375 

Table 3: Input data for the case study. 376 

Input parameters Values 

Microgrid users 80 users 

Microgrid feeders 5 feeders 

Users per feeder 16 users per feeder 

Users with PV  40 users 

PV installation size 3 kW (each) 

PV cost Not required as both scenarios (BAU 

and P2P) have the same PV device. 

Low tariff period 22:00-07:00 

High tariff period 07:00-22:00 

ToU tariffs Low tariff =2p/kWh 

High tariff=25p/kWh 
Tariff reduction I=2p/kWh 

PV surplus FIT for P2P 12 p/kWh 

PV surplus FIT for BAU 3.87 p/kWh [42] 

TF export power limit  1.5 kW per user 

Inverter power limit 3 kW per device 

Inverter cost  £800 per device [43] (50% paid by 

each user) 

Discount rate for NPV (q) 3.5 % [44] 

DNO – MG users participation 50% - 50% 

Battery price 114 £/kWh [45] 

Daily load demand/PV data obtained by CREST model [40] 

Number of representative days (n) 4 days 

Time until portable generator is 

brough on site 

3 hours 

 377 

 378 
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 379 

Figure 6: Microgrid topology. 380 

 381 

 382 

IV. SIMULATION RESULTS  383 

A. Battery sizing  384 

As mentioned above, battery sizing is required for the planning mode. Therefore, the number and size of storage assets are defined 385 

in this mode. The process of battery sizing is explained in Section II-A. The NPV metric after 5 years is used in this case. In Figure 386 

7, an indicative graph with the cost function of a specific user is presented for a particular inverter and TF power limits. The 387 

minimum cost for this case is £261.40 (maximum NPV), when the battery size is 49 kW due to inverter limits. However, the final 388 

optimum battery size will be 34 kW. This gives the optimal NPV of £242.19. Note that the TF power limit affect the sizing process. 389 

This methodology can be followed for battery sizing of the rest of loads in the MG. 390 

 391 

Figure 7: Cost function behaviour example. 392 

 393 
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 396 

Figure 8: Average NPV before and after battery size correction. 397 

The average NPV after 5 years for each user is presented in Figure 8. The NPV metrics are before and after the battery sizing 398 

correction process. Positive NPV indicates gaining profit after 5 years from battery installation, while negative NPV means the 399 

investing in storage costs more to hold than it returns. The value of NPV affects the user’s decision on investing in battery for the 400 

P2P energy exchange. The minimum profit of £100 is considered as the limit for investing in the battery. Accordingly, a user 401 

invests in battery if the profit is more than £100. As shown in Figure 8, the initial number of batteries before correction is 27. 402 

However, it dropped to 18 after applying the correction. The optimum battery size of the batteries after correction is shown in the 403 

Figure 9. It can be seen that the optimal size of battery is around 35 kWh for different number of storage devices.  404 

 405 

 406 

Figure 9: Optimum battery size after correction. 407 

 408 

 409 

 410 

 411 
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After selecting the number and size of batteries, the allocation of assets available in the microgrid is defined. Figure 10 shows how 412 

the 18 batteries are distributed within the microgrid. This defines the number of BO and GC users for this particular case study. 413 

This figure also specifies the PV ownership for each user. Note that the users that have only PV are GC users. 414 

 415 

 416 

Figure 10: BO and GC users in the considered MG. 417 

B. Zoning 418 

The zoning expansion order is based on the energy mismatch of each feeder, as described in Section II-C. Figure 11 shows the 419 

zone expansion order in this case, beginning with user 30 in feeder 2, and ending with user 15 in feeder 1. The BO users are 420 

excluded from the figure, as they are all included in the zone in this case. One hundred extra users outside the MG are considered. 421 

These users have no PV and no storage assets. For these users, the priority order is only based on their energy demand. Thus, the 422 

maximum number of users that can be included in the zone is 180.  423 

 424 

 425 

 426 

Figure 11: Users’ priority order – no fault scenario. 427 
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 428 

Figure 12: Number of users included in zone –no fault scenario. 429 

   Figure 12 shows the temporal evolution of the zone. This figure demonstrates the number and the type of users included in zone 430 

over a 15-hour period. This figure indicates that the battery owners are always connected. The second group in this order is the 431 

grid connected users within the MG. The users outside the MG are considered as the last group. Meanwhile, this type of users can 432 

only be connected to the MG if energy resources are sufficient. 433 

C. Optimum battery discharging 434 

The batteries of the MG are optimally discharged in unison, according to the equations described in the optimization section. A 435 

threshold of 20% maximum capacity loss is considered (see Eq. (17)). A temperature of 300K is also selected, assuming for 436 

simplicity reasons that remains constant during discharging process (see Eqs. (19)-(20)). When the optimization process ends, the 437 

daily cost for P2P and BAU scenarios are calculated and compared. The comparison between the cost in P2P and BAU scenarios 438 

is shown in  Figure 13. It can be seen that the battery owners gained considerable benefit from participating in the P2P. It is worth 439 

mentioning that the users’ benefit is different due to the load diversity. This shows the role of optimal battery charging process in 440 

the P2P energy exchange. 441 

 442 

Figure 13: Daily cost comparison. 443 
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 444 
Figure 14: Comparison of discharging currents, between optimum and one-by-one discharging, for spring representative day. 445 

Figure 14 compares the discharging currents for one-by-one discharging (i.e. battery owner coupled only to a specific user) and 446 

optimum discharging (i.e. sharing all batteries’ energy resources across all users). The discharging is indicative for one particular 447 

battery for a representative spring day; each user’s battery will have a different profile depending on the specific demand and 448 

distributed generation profiles for a given day. The optimum discharging current is smoother compared to one-by-one, only 449 

fluctuating between 0.1 – 3 Amps. In contrast, in the one-by-one discharging the discharging current reaches the maximum current 450 

(i.e. 4.75 Amps) multiple times. This pattern of discharging causes higher cycle loss compared to the optimum discharging, 451 

demonstrating the significance of the latter strategy.  452 

In order to demonstrate the efficiency of the optimum discharging for a wide range of circumstances, 250 random discharging 453 

scenarios are simulated for each of the four representative days (i.e. total 1000 simulation for each battery). Each scenario couples 454 

the available batteries with the GC users and the batteries are discharged individually. Figure 15 shows the cycle loss saved for 455 

each battery for 1000 random discharging cases. The results show that the battery lifetime increases between 32% -37% when the 456 

optimum discharging strategy is applied.  457 

 458 

Figure 15: Cycle loss saved for each battery for 1000 random discharging cases. 459 

 460 
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D. Application of fault scenarios 461 

For the fault scenarios described in the Section III, particular fault conditions are considered in Table 4, including the number of 462 

fault users, the time and duration of the fault. Indicative fault conditions are chosen as the model is generalized and provides results 463 

for any combination of fault parameters. The fault time and the duration are the same for the first three scenarios, so that the results 464 

are comparable. Similarly, the battery fault and communication faults are configured to occur at the same time. In feeder off  465 

(FLTFeed) and TF fault (FLTTF) scenarios, the fault duration is different as it is assumed that the DNO brings a portable generator 466 

after 3 hours.  467 

Table 4: Fault conditions for the considered parameters. 468 

Scenarios Fault users  Fault 

time  

Fault 

duration 

FLTBatt 1,7,9,79 09:40 09:40-

22:00 

FLTCOM 1,2,3,12 09:40 09:40-

22:00 

FLTFeed feeder 3 09:40 09:40-

12:40 

FLTTF - 09:40 09:40-

12:40 

 469 

   In the FLTBatt scenario, battery fault users (1, 7, 9, 79) become GC users after losing their batteries. This has been shown in  470 

Figure 16–green colour. Thus, the number of GC users is increased to 66 and the number of BO users is reduced to 14. Comparing 471 

Figure 11 and Figure 16 shows that the battery faults change the zone expansion order, from ““2-4-5-3-1” to “2-4-3-5-1”. This happens, 472 

as the model re-runs the zoning process for the new conditions, without including the fault batteries. Thus, the energy mismatch 473 

for each feeder will be different, changing in the end the previous zoning expansion order. In this case, feeder 1 remains in the 474 

same (last) position as it was in the no fault scenario since it loses 3 batteries. However, feeder 5 is moved from the third priority 475 

position to the fourth one, as it loses one battery, which reduces its energy mismatch making it lower than that of feeder 3. 476 

 477 

 478 

Figure 16: GC users’ priority order-FLTBatt scenario. 479 

   480 
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In the FLTCOM scenario, the fault users (users 1, 2, 3, 12) are automatically excluded from the zone as they cannot communicate 481 

with the MG server. This is shown with red colour in Figure 17. In this case, the zone expansion order changes from “2-4-5-3-1” to 482 

“2-4-5-1-3”, meaning that feeder 1 moves from the fifth priority position to the fourth one. The main reason for the change in the 483 

priority position is the fact that feeder 1 loses four users in the FLTCOM scenario. The fault users are one BO and three GC users, 484 

leading to an overall higher energy mismatch compared to the no fault scenario, which becomes higher than that of feeder 3. 485 

 486 

Figure 17: GC users’ priority order –FLTCOM scenario. 487 

 488 

In Figure 18, the priority order of the GC users for the FLTFeed scenario is presented, where the fault users excluded from zone 489 

are marked with red colour. As the fault feeder is feeder 3, it excluded also from the expansion order which has only four feeders 490 

in this case (Figure 18). The zoning process runs only with the assets of the remaining feeders (Figure 18 – blue colour). 491 

 492 

 493 

 494 

Figure 18: GC users’ priority order –FLTFeed scenario. 495 

 496 
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 497 
Figure 19: Number of users included in zone – comparison between FLTBatt and no-fault scenario. 498 

   Figure 19 compares the number of users included in the zone for the FLTBatt and no-fault scenario. In the battery fault scenario, 499 

the number of users included in the P2P zone is significantly less than the no-fault scenario. Only 20 batteries are available in the 500 

battery fault scenario instead of 24. This means that less energy is available for P2P energy exchange. However, for a few time 501 

steps, the number of users is slightly higher, due to the change to the users’ priority order. Reduced energy availability and updated 502 

user priority means that different combination of users will fulfil the energy and power requirements. The relevant graphs for 503 

FLTCOM and FLTFeed scenarios are available here. 504 

   The average benefits that all BO users gain in a day are presented in Figure 20 for three of the considered scenarios. Note that 505 

benefits of FLTTF will be presented separately. Grid carbon intensity data have been obtained from [46]. Since the electricity 506 

production carbon intensity is lower during night (i.e. battery charging period), the P2P contributed to the carbon emissions saving. 507 

This is valued based on carbon emissions policies, DNO and BO users share the payment of £80 per ton of CO2 saved, meaning 508 

that they gain extra benefits for decarbonizing the grid [47]. The total benefits gained are also shown in Figure 20. As it is expected, 509 

the highest benefits are gained when there is no fault at the system. Benefits gained in the FLTCOM scenario are higher than the 510 

FLTBatt scenario as two batteries are off instead of four. In FLTFeed the average benefits are between the FLTBatt and FLTCOM 511 

scenarios, as three batteries are off, due to the feeder fault. Finally, the benefits gained for the different scenarios are summarized 512 

in Table 5. 513 

 514 

Figure 20: Average benefits gained (with respect to BAU scenario) for BO users, for different scenarios including carbon emission reduction. 515 

https://figshare.com/s/5cd61886b71793f88fa5
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 516 

Table 5: Total daily benefits for the Battery owners and the DNO, for different scenarios. 517 

Benefits for the Battery owners (£) 

Scenarios 

No fault FLTBatt FLTCOM FLTFeed 

4 3.6 3.8 3.7 

Benefits for the DNO (£) 

Scenarios 

No fault FLTBatt FLTCOM FLTFeed 

40 32 35 34 

 518 

   In this case study, the energy available in the batteries is sufficient to cover the energy needs of the MG users. However, the PL 519 

are violated for some time steps, meaning that some devices need to be curtailed. The power before and after the load curtailment 520 

along with the resilience metric for two case studies (e.g. with and without P2P) is shown in Figure 21. Resilience is expressed in 521 

terms of the percentage of power supplied in each timestep relative to the baseline demand. The power required from batteries is 522 

then used in the optimization process (yellow line). The P2P energy exchange process improves significantly system resilience, in 523 

comparison to the No P2P scenario, where the battery owners use their batteries individually. As it is shown in Figure 21, resilience 524 

in No P2P scenario does not exceed 40%, and reaches at a minimum value of 6%. In contrast, in the P2P scenario, during most of 525 

the fault period, the users are not disturbed as resilience remains 100%. However, for the time steps the PL is violated the resilience 526 

drops, due to device curtailment, but not below 60% (Figure 21). This result shows how significantly the P2P can improve the 527 

system resilience in a MG equipped with storage devices.  528 

 529 

 530 

Figure 21: Power before and after curtailment – FLTTF scenario. 531 

 532 

   The average level of disturbance of all users, the duration of disturbance and the number of users disturbed, with and without 533 

P2P energy exchange, are presented in Figure 22. The boxplot shows these metrics for the periods that the fault lasts (180 minutes). 534 

The duration of disturbance is significantly lower in the P2P scenario compared to the no P2P scenario (mean value ~5minutes and 535 

~150 minutes respectively). The average level of disturbance is around 10% with only a few users higher, at most reaching 60%. 536 

In contrast, the average level of disturbance in the no P2P scenario fluctuates from 10 up to 100%. The results show that the P2P 537 
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method applied in this paper significantly helps in reducing the number of disrupted users, as well as the level and duration of the 538 

disturbance.  539 

 540 

 541 

Figure 22: Resilience metrics comparison – FLTTF scenario. 542 

    543 

   The compensation provided to the users for their disturbance is presented in Figure 23, for P2P and No P2P scenarios. The 544 

amount of compensation in P2P scenario is distributed among the users according to disturbance that occurs to each user. It is 545 

obvious that P2P energy exchange significantly reduces the amount of compensation compared to the No P2P scenario. In the P2P 546 

scenario, the compensation value is £125, while in the no P2P scenario, the corresponding value  is  £1,625 (13 times higher). The 547 

amount of DNO savings reveals the incentive of the DNO to participate in the P2P energy exchange scheme by sharing the 548 

investment cost with the BO users. In this case, there are 18 batteries in the system which mitigate the fault by sharing energy 549 

among all 80 MG users (P2P scenario). While in the No P2P scenario, the 18 batteries are used to serve only the battery owners 550 

individually (18 users). 551 

 552 

 553 
Figure 23: DNO compensation provided to the users for P2P and No P2P scenarios. 554 
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E. Generalization of resilience enhancement and DNO savings 555 

To generalize the impact of P2P energy exchange on resilience enhancement, a wide range of fault scenarios are examined. A 556 

study of 50 days with 48 different fault scenarios within each day is considered (fault could occur every 30 minutes). This 557 

corresponds to a total of 2,400 scenarios. The comparison of resilience enhancement and DNO savings between P2P and no P2P 558 

cases are presented in Figure 24. In most cases the resilience is enhanced, though the range of enhancement is wide, fluctuating 559 

between 0-80%. In a few cases the resilience enhancement drops below zero, indicating that the resilience of the system has 560 

deteriorated. This happens as in some scenarios the fault occurs when the stored energy of the batteries is depleted.  561 

   It is assumed that the faults are random and have the same probability to occur. In reality, on days with extreme weather 562 

phenomena, there is a higher probability of losing the TF or the supply. Thus, during these days, the P2P energy exchange energy 563 

management system (EMS) could be modified to operate in safe mode, reserving energy by discharging less energy during P2P 564 

process. In this way, more energy is saved in the batteries in case of fault.   565 

   Figure 24 shows a boxplot for the resilience enhancement and DNO money saved for the examined scenarios. When the resilience 566 

enhancement is positive, the outcome for the DNO is a saving in money from compensation for supply interruptions. The majority 567 

of cases show a positive result with a median value of 78% (Figure 24). Thus, in the majority of cases DNO saves money as the 568 

median is £400 (Figure 24). For the few cases that the resilience is deteriorated (negative resilience enhancement) the money than 569 

the DNO money saved could reach up to -£2000 (Figure 24). 570 

 571 

 572 

 573 

Figure 24: Resilience enhancement boxplot for the examined fault cases. 574 

F. Different ToU schemes and locations 575 

To illustrate the efficiency of this methodology in determining the outcome from a series of complex interactions between demand, 576 

distributed generation resources, energy storage size selection, energy tariff structure and fault behaviours, it is applied to four 577 

different locations. As the input data vary in each case, the number of batteries and their size will be different in each location, as 578 

summarized in Table 6. The rest of the parameters such as number of users and power limits remain the same. Four representative 579 

days are also used for the sizing process, for each location. 580 
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Table 6: Number of batteries and average battery size for different locations (ToU tariff scheme 2-25p/kWh and HT 1). 581 

Location Number 

of 

batteries 

Average 

battery 

size 

(kWh) 

Total 

installed 

battery 

capacity 

(kWh) 

Total 

Net energy 

consumption 

(kWh) 

Newcastle-

UK 

18 32 576 365.15 

Athens-
Greece 

31 29 899 170.09 

New Delhi-

India 

21 30 651 -174.83 

New York-
USA 

32 33 1056 239.28 

   The resilience enhancement of the system is investigated comparing the P2P scenario with the No P2P scenario for the same 582 

ToU tariff scheme presented in case study section. The improvement of resilience is examined by simulating 2400 scenarios for 583 

each location. Each simulation represents a particular fault scenario, where the TF/Power supply is disabled. 48 fault scenarios are 584 

examined for each day, considering that the fault occurs in each 30- minute period. 50 different days are examined for each location 585 

(48 × 50 = 2400 fault scenarios). The fault duration is set to be 3-hrs, as assumed in the UK case study. To simulate the considered 586 

scenarios, load demand and PV generation data were required for each location. For PV data, CREST model was used as it permits 587 

the generation of data for different locations [40]. However, there was a lack of data regarding load demand for other locations 588 

besides UK. To overcome this issue, the existing load demand data for UK were modified by using suitable multipliers to represent 589 

the different locations. The multipliers were set based on the differences in average load demand for different countries presented 590 

in [48]. In this way, the required data were generated and used in the model.  591 

   The impact on resilience is dependent mainly on two factors: a) total installed battery capacity and b) total net energy 592 

consumption of the system. The total net energy consumption is calculated for the same day, for all locations. The higher the 593 

installed capacity the lower the net energy consumption, and the higher the resilience enhancement. This happens, as it is more 594 

likely the available stored energy to cover the energy needs of the users, mitigating their disturbance. 595 

   In Table 6, the total installed battery capacity and the total net energy consumption are presented for the examined locations. The 596 

differences in these values are depicted in the obtained results shown in Figure 25. New Delhi has the higher resilience 597 

enhancement, with a median value of 80%, and a minimum value of 60%, as it has the lowest total net energy consumption and 598 

considerably significant installed battery capacity (Table 6). TF fault the system can better manage the disturbance. Athens follows, 599 

as it has similar characteristics with New Delhi, with a median of 68% and the majority of cases are above 60%. There are also a 600 

few cases that the resilience enhancement drops significantly and reaches for very few cases to negative values. Negative values 601 

mean that the No P2P scenario offers higher resilience, as the energy in the batteries has been depleted in the P2P scenario.  602 



 29 

 603 
Figure 25: Resilience enhancement (%) for different locations. 604 

   New York has the highest installed battery capacity but also the highest total net energy consumption (Table 6). This fact leads 605 

to Resilience improvement between 20% - 60% for the majority of scenarios, with a median of 58%.  UK has the lowest installed 606 

capacity and the highest total energy consumption. For this reason, there is a high fluctuation in the resilience enhancement, for 607 

the majority of cases with a range of -20% - 80% (Figure 25).  608 

 Different ToU tariff schemes are also examined for the selected locations. The expected benefits for each case provide insights 609 

about the design of ToU tariff schemes that will be suitable for each location. The examination provides useful information to 610 

energy suppliers and DNOs in order to make decisions about the ToU tariff design. Two factors are changed in each scheme: the 611 

duration of high tariff (HT) period and the levels of high/low tariffs. Six different HT period schemes are examined, as shown in 612 

Table 7. Six low/high tariffs schemes were examined with the best three selected for presentation. In Figure 26 to Figure 29 the 613 

outcomes from these scenarios are presented, by creating the pareto front of two objectives, for four different locations. The 614 

objectives are the annual total benefits gained (in £) and the annual carbon emissions savings (in tons). For Athens and New Delhi 615 

the best solution for both objectives is the 6-30 p/kWh tariff with HT duration 1 (Figure 26-Figure 27). For NY location, the best 616 

solution for the annual benefits objective is the 6-30 p/kWh tariff with HT duration 3, while for the annual carbon emissions savings 617 

the same tariff with HT duration 1 (Figure 28). For UK location, the best solution for the annual benefits gained is the 6-30 p/kWh 618 

tariff with HT duration 3, while for the annual carbon emissions savings the 6-35 p/kWh tariff with HT duration 1 (Figure 29). For 619 

some cases, the gained benefits and carbon savings are zero meaning that the developed methodology is not a profitable option for 620 

that set of parameters (Figure 26-Figure 29). For example, in Athens location the 2-25 p/kWh tariff with HT duration 6 has no 621 

benefits for the stakeholders (Figure 26). 622 

Table 7: ToU tariff scenarios examined. 623 

High/Low tariff schemes 

Tariff (p/kWh) colour 

2-25 ‘red’ 

6-30 ‘green’ 

6-35 ‘blue’ 

HT period schemes 

Number HT duration Symbol 

1 07:00-22:00 ‘x’ 

2 10:00-22:00 ‘▢’ 
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3 12:00-22:00 ‘▽’ 

4 07:00-20:00 ‘*’ 

5 07:00-18:00 ‘◊’ 

6 07:00-16:00 ‘o’ 

 624 

Figure 26: Pareto front for annual total benefits and carbon emissions savings-location, Athens. The red circle shows the best scenario for the two objectives. 625 

 626 
Figure 27: Pareto front for annual total benefits and carbon emissions savings-location, New Delhi. The red circle shows the best scenario for the two objectives. 627 

    628 
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 629 
Figure 28: Pareto front for annual total benefits and carbon emissions savings-location, NY. The red circles show the best scenario for each objective separately. 630 

One for the annual carbon emissions saving and the other one for annual total benefits. 631 

 632 

Figure 29: Pareto front for annual total benefits and carbon emissions savings-location, UK. The red circles show the best scenario for each objective separately. 633 

One for the annual carbon emissions saving and the other one for annual total benefits. 634 

   Pareto front is also examined for two more objectives: average resilience enhancement and DNO money saved (Figure 30-Figure 635 

33). These two objectives are related to the TF fault scenario and are dominated only from the HT duration. Thus, there are only 6 636 

cases for each location. The obtained results show that for all locations the best solution is the HT duration 3. The graphs show 637 

that the developed methodology can be applied to any location providing different results according to the characteristics of each 638 

location. The examination provides insights to the stakeholders about the desired ToU tariff scheme according to their preferences 639 

(annual benefits, carbon savings etc.). 640 
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 641 
Figure 30: Pareto front for average resilience enhancement and average DNO money saved, location Athens. The red circle shows the best scenario for the two 642 

objectives. 643 

 644 
Figure 31: Pareto front for average resilience enhancement and average DNO money saved, location Ndelhi. The red circle shows the best scenario for the two 645 

objectives. 646 

 647 
Figure 32: Pareto front for average resilience enhancement and average DNO money saved, location New York. The red circle shows the best scenario for the 648 

two objectives. 649 
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 650 

Figure 33: Pareto front for average resilience enhancement and average DNO saving, location UK. The red circle shows the best scenario for the two objectives. 651 

 652 

V. DISCUSSION 653 

Peer-to-peer energy trading is an efficient local energy trading that enables transaction of energy in small communities. This 654 

method has been utilized in the literature for improving different aspects of the network, such as frequency and system operation. 655 

This study investigates the benefit of this method in improving the economic and resilient operation of the MG.  656 

Table 8 provides a comparison on the effect of different methodologies suggested in the literature on the system resilience with 657 

the proposed framework in this paper.  This table shows that the P2P framework can be a promising method in improving system 658 

resilience based on: a) load connected: 80% of the system load is connected when using the P2P, meaning that it can provide higher 659 

amount of service in the event of disruption, b) number of customers disrupted: the proposed method provided service for the 660 

majority of the loads connected to the grid, with about 10% of customer disruption, and c) duration of the interruption: the proposed 661 

method minimised the duration of time at which the customers are interrupted. The evaluation of this three metrics together shows 662 

that the proposed method can provide service for the majority of customers with least amount of interruption time.  663 

In terms of economic evaluation, the P2P energy trading method provided considerable insights. The amount of DNO 664 

compensation cost to the end-users with and without P2P is £125 and £1,625 respectively. This means that the developed 665 

framework can benefit the system operators from economic point of view, such that they do not need to consider higher amount of 666 

budget for interrupted users. This is due to the fact that the proposed method decreases the duration of interruption and number of 667 

customers affects by disruption (see Table 8). In addition, by improving the battery lifetime (e.g., up to 37%) the proposed method 668 

proved to be beneficial for those who invest in storage units. 669 

The proposed method also showed a considerable performance in terms of emission reduction. With a 32 - 46 kg CO2 reduction, 670 

the method proposed in this paper can be beneficial in reducing the environmental impacts. This is highly valuable due to the 671 

climate change and the need for transformation of energy systems toward carbon free targets. The economic and resilient 672 

performance of the model in highly populated cities (e.g., New Delhi and New York) indicates that this framework can be beneficial 673 

in improving system performance while reducing the environmental impact.  674 

 675 

 676 

 677 

 678 
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 679 
Table 8: Comparison of different resilience metrics. 680 

Reference No. Resilience metric 

Load connected (%) Number of customers disturbed Duration of interruption (min.) 

[4] 74 N/A N/A 

[36] N/A 12 out of 116 N/A 

[37] N/A N/A 12 

This study 80 8 out of 80 5 

 681 

VI. CONCLUSIONS 682 

   In this paper, a novel P2P energy exchange framework for improving the economic and resilient operation of MGs is developed. 683 

The impact of P2P energy exchange on system resilience and battery lifetime is examined. The proposed framework is implemented 684 

under chosen principles in the context of an existing static ToU tariff scheme. The system users are categorized based on their 685 

available assets, while a particular priority is defined for them. The P2P energy exchange is enabled within a zone, which is 686 

expanded according to the users’ priority order. The P2P energy exchange is defined based on the available assets of the microgrid 687 

(PVs, batteries), where the system batteries follow a coordinated discharging in an optimum way. The effectiveness of the method 688 

is examined for different fault scenarios, and different geographical locations while the results are compared against a no P2P case 689 

study. The simulation results show that the stakeholders gain significant benefits from the P2P energy exchange framework 690 

compared to the BAU and No P2P scenarios. These benefits were examined in the context of resilience enhancement (up to 80%) 691 

and battery lifetime improvement (32% - 37%). In addition, the economic benefits (£3.6 - £4) and carbon emissions reduction (32 692 

- 46 kg CO2) for battery owners are other positive aspects of the proposed methodology. The economic benefits for the DNO range 693 

between £32 - £40.  In the case of loss of supply (FLTTF scenario), the compensation expenses for the DNO are significantly 694 

reduced in the P2P scenario (from £1,625 to £125). The results show a variability on system resilience based on the characteristics 695 

of different geographical location. The results show that, the presented framework is a generalized tool that provides insights about 696 

the potential benefits stakeholders can gain for any location.  697 

VII. ACKNOWLEDGEMENTS 698 

This study was supported by Enzen Global Solutions Ltd, the authors acknowledge their support. This study was also supported in 699 

part by the Engineering and Physical Sciences Research Council (EPSRC) under Grant EP/T021969/1, and in part by the National 700 

Science Foundation of China (NSFC) under Grant 520616336103, under NSFC-EPSRC Collaborative Research Initiative in 701 

Sustainable Power Supply, as part of the Multi-energy Control of Cyber-Physical Urban Energy Systems (MC2) Project. 702 

 703 

References 704 

[1] M. Shahidehpour and J. F. Clair, "A Functional Microgrid for Enhancing Reliability, Sustainability, and Energy 705 

Efficiency," Electricity Journal, vol. 25, no. 8, pp. 21-28, 2012 2012, doi: 10.1016/j.tej.2012.09.015. 706 

[2] S. Nikkhah, M.-A. Nasr, and A. Rabiee, "A stochastic voltage stability constrained ems for isolated microgrids in the 707 

presence of pevs using a coordinated uc-opf framework," IEEE Transactions on Industrial Electronics, vol. 68, no. 5, pp. 708 

4046-4055, 2020. 709 

[3] R. Arghandeh et al., "The local team: Leveraging distributed resources to improve resilience," IEEE Power and Energy 710 

Magazine, vol. 12, no. 5, pp. 76-83, 2014, doi: 10.1109/MPE.2014.2331902. 711 

[4] M. Panteli, P. Mancarella, D. N. Trakas, E. Kyriakides, and N. D. Hatziargyriou, "Metrics and Quantification of 712 

Operational and Infrastructure Resilience in Power Systems," IEEE Transactions on Power Systems, vol. 32, no. 6, pp. 713 

4732-4742, 2017, doi: 10.1109/TPWRS.2017.2664141. 714 

[5] L. Cipcigan, P. Taylor, and P. Lyons, "A dynamic virtual power station model comprising small-scale energy zones," 715 

International Journal of Renewable Energy Technology, vol. 1, no. 2, pp. 173-191, 2009, doi: 10.1504/ijret.2009.027989. 716 



 35 

[6] S. Nikkhah, I. Sarantakos, N.-M. Zografou-Barredo, A. Rabiee, A. Allahham, and D. Giaouris, "A Joint Risk and Security 717 

Constrained Control Framework for Real-Time Energy Scheduling of Islanded Microgrids," IEEE Transactions on Smart 718 

Grid, 2022. 719 

[7] M. Salimi, M.-A. Nasr, S. H. Hosseinian, G. B. Gharehpetian, and M. Shahidehpour, "Information gap decision theory-720 

based active distribution system planning for resilience enhancement," IEEE Transactions on Smart Grid, vol. 11, no. 5, 721 

pp. 4390-4402, 2020. 722 

[8] W. Wang, X. Xiong, Y. He, J. Hu, and H. Chen, "Scheduling of separable mobile energy storage systems with mobile 723 

generators and fuel tankers to boost distribution system resilience," IEEE Transactions on Smart Grid, vol. 13, no. 1, pp. 724 

443-457, 2021. 725 

[9] D. Brown, S. Hall, and M. E. Davis, "What is prosumerism for? Exploring the normative dimensions of decentralised 726 

energy transitions," Energy Research and Social Science, vol. 66, no. March, p. 101475, 2020, doi: 727 

10.1016/j.erss.2020.101475. 728 

[10] S. Nikkhah, A. Allahham, J. W. Bialek, S. L. Walker, D. Giaouris, and S. Papadopoulou, "Active Participation of 729 

Buildings in the Energy Networks: Dynamic/Operational Models and Control Challenges," Energies, vol. 14, no. 21, p. 730 

7220, 2021. 731 

[11] D. Qiu, Y. Ye, D. Papadaskalopoulos, and G. Strbac, "Scalable coordinated management of peer-to-peer energy trading: 732 

A multi-cluster deep reinforcement learning approach," Applied Energy, vol. 292, p. 116940, 2021. 733 

[12] E. Currents and T. E. Journal, "Electricity's Future May Be Peer-to-Peer," The Electricity Journal, vol. 29, no. 1, pp. 3-4, 734 

2016, doi: 10.1016/j.tej.2016.01.004. 735 

[13] Y. Zhou, J. Wu, G. Song, and C. Long, "Framework design and optimal bidding strategy for ancillary service provision 736 

from a peer-to-peer energy trading community," Applied Energy, vol. 278, no. August, p. 115671, 2020, doi: 737 

10.1016/j.apenergy.2020.115671. 738 

[14] S. Chakraborty, T. Baarslag, and M. Kaisers, "Automated peer-to-peer negotiation for energy contract settlements in 739 

residential cooperatives," Applied Energy, vol. 259, no. October 2019, p. 114173, 2020, doi: 740 

10.1016/j.apenergy.2019.114173. 741 

[15] K. Kusakana, "Optimal peer-to-peer energy management between grid-connected prosumers with battery storage and 742 

photovoltaic systems," Journal of Energy Storage, vol. 32, no. June, p. 101717, 2020, doi: 10.1016/j.est.2020.101717. 743 

[16] R. Alvaro-Hermana, J. Fraile-Ardanuy, P. J. Zufiria, L. Knapen, and D. Janssens, "Peer to Peer Energy Trading with 744 

Electric Vehicles," IEEE Intelligent Transportation Systems Magazine, vol. 8, no. 3, pp. 33-44, 2016, doi: 745 

10.1109/MITS.2016.2573178. 746 

[17] W. Tushar, T. K. Saha, C. Yuen, P. Liddell, R. Bean, and H. V. Poor, "Peer-to-Peer Energy Trading With Sustainable 747 

User Participation: A Game Theoretic Approach," IEEE Access, vol. 6, pp. 62932-62943, 2018, doi: 748 

10.1109/ACCESS.2018.2875405. 749 

[18] S. Thakur and J. G. Breslin, "Peer to Peer Energy Trade Among Microgrids Using Blockchain Based Distributed Coalition 750 

Formation Method," Technology and Economics of Smart Grids and Sustainable Energy, vol. 3, no. 1, 2018, doi: 751 

10.1007/s40866-018-0044-y. 752 

[19] V. Misra, S. Ioannidis, A. Chaintreau, and L. Massoulié, "Incentivizing peer-assisted services: A fluid shapley value 753 

approach," Performance Evaluation Review, vol. 38, no. 1 SPEC. ISSUE, pp. 215-226, 2010, doi: 754 

10.1145/1811099.1811064. 755 

[20] A. Lüth, J. M. Zepter, P. Crespo del Granado, and R. Egging, "Local electricity market designs for peer-to-peer trading: 756 

The role of battery flexibility," Applied Energy, vol. 229, no. July, pp. 1233-1243, 2018, doi: 757 

10.1016/j.apenergy.2018.08.004. 758 

[21] Y.-C. Tsao and V.-V. Thanh, "Toward blockchain-based renewable energy microgrid design considering default risk and 759 

demand uncertainty," Renewable Energy, vol. 163, pp. 870-881, 2021, doi: https://doi.org/10.1016/j.renene.2020.09.016. 760 

[22] A. Yildizbasi, "Blockchain and renewable energy: Integration challenges in circular economy era," Renewable Energy, 761 

vol. 176, pp. 183-197, 2021/10/01/ 2021, doi: https://doi.org/10.1016/j.renene.2021.05.053. 762 

[23] H. Le Cadre, P. Jacquot, C. Wan, and C. Alasseur, "Peer-to-peer electricity market analysis: From variational to 763 

Generalized Nash Equilibrium," European Journal of Operational Research, vol. 282, no. 2, pp. 753-771, 2020, doi: 764 

10.1016/j.ejor.2019.09.035. 765 

[24] S. Nikkhah, A. Allahham, M. Royapoor, J. W. Bialek, and D. Giaouris, "Optimising Building-to-Building and Building-766 

for-Grid Services under Uncertainty: A Robust Rolling Horizon Approach," IEEE Transactions on Smart Grid, 2021. 767 

[25] Y.-C. Tsao and V.-V. Thanh, "Toward sustainable microgrids with blockchain technology-based peer-to-peer energy 768 

trading mechanism: A fuzzy meta-heuristic approach," Renewable and Sustainable Energy Reviews, vol. 136, p. 110452, 769 

2021. 770 

[26] N. Jayalakshmi, V. K. Jadoun, D. Gaonkar, A. Shrivastava, N. Kanwar, and K. Nandini, "Optimal operation of multi-771 

source electric vehicle connected microgrid using metaheuristic algorithm," Journal of Energy Storage, vol. 52, p. 772 

105067, 2022. 773 

[27] S. Ishaq, I. Khan, S. Rahman, T. Hussain, A. Iqbal, and R. M. Elavarasan, "A review on recent developments in control 774 

and optimization of micro grids," Energy Reports, vol. 8, pp. 4085-4103, 2022. 775 

https://doi.org/10.1016/j.renene.2020.09.016
https://doi.org/10.1016/j.renene.2021.05.053


 36 

[28] B. Khan and P. Singh, "Selecting a meta-heuristic technique for smart micro-grid optimization problem: A comprehensive 776 

analysis," IEEE Access, vol. 5, pp. 13951-13977, 2017. 777 

[29] T. John, I. Sarantakos, and T. T. Teo, "Stacking different services of an energy storage system in a grid-connected 778 

microgrid," Renewable Energy, 2022. 779 

[30] Q. Hu, Z. Zhu, S. Bu, K. Wing Chan, and F. Li, "A multi-market nanogrid P2P energy and ancillary service trading 780 

paradigm: Mechanisms and implementations," Applied Energy, vol. 293, no. July, 2021, doi: 781 

10.1016/j.apenergy.2021.116938. 782 

[31] L. Chen, N. Liu, C. Li, S. Zhang, and X. Yan, "Peer-to-peer energy sharing with dynamic network structures," Applied 783 

Energy, vol. 291, no. March, p. 116831, 2021, doi: 10.1016/j.apenergy.2021.116831. 784 

[32] D. Wang, J. Coignard, T. Zeng, C. Zhang, and S. Saxena, "Quantifying electric vehicle battery degradation from driving 785 

vs. vehicle-to-grid services," Journal of Power Sources, vol. 332, pp. 193-203, 2016, doi: 786 

10.1016/j.jpowsour.2016.09.116. 787 

[33] B. Foggo and N. Yu, "Improved Battery Storage Valuation Through Degradation Reduction," IEEE Transactions on 788 

Smart Grid, vol. 9, no. 6, pp. 5721-5732, 2018, doi: 10.1109/TSG.2017.2695196. 789 

[34] E. Elgar, "Introduction to Cost–Benefit Analysis," pp. 1-245, 2010. 790 

[35] J. Wang et al., "Degradation of lithium ion batteries employing graphite negatives and nickel-cobalt-manganese oxide + 791 

spinel manganese oxide positives: Part 1, aging mechanisms and life estimation," Journal of Power Sources, vol. 269, pp. 792 

937-948, 2014, doi: 10.1016/j.jpowsour.2014.07.030. 793 

[36] V. Chalishazar, S. Poudel, S. Hanif, and P. T. Mana, "Power System Resilience Metrics Augmentation for Critical Load 794 

Prioritization," Washington, 2021.  795 

[37] Reckon, "Desktop review and analysis of information on Value of Lost Load for RIIO-ED1 and associated work," 2012.  796 

[38] W. Electricity North, "The value of lost load," 2007.  797 

[39] N. Spiliopoulos, D. Giaouris, P. Taylor, and N. Wade, "Resilience Improvement From Peer-To-Peer Energy Management 798 

Strategy in Microgrids , Considering Faults , Carbon Emissions and Economic Benefits," in CIRED Conference, Madrid, 799 

Spain, Cired and Cired, Eds., 2019, Madrid, Spain, 2019.  800 

[40] "CREST Demand Model | CREST | Loughborough University." https://www.lboro.ac.uk/research/crest/demand-model/ 801 

(accessed. 802 

[41] E. McKenna and M. Thomson, "High-resolution stochastic integrated thermal-electrical domestic demand model," 803 

Applied Energy, vol. 165, pp. 445-461, 2016, doi: 10.1016/j.apenergy.2015.12.089. 804 

[42] "Feed-In Tariff (FIT) rates | Ofgem." https://www.ofgem.gov.uk/environmental-programmes/fit/fit-tariff-rates (accessed. 805 

[43] "A Guide to Solar Inverters." https://www.theecoexperts.co.uk/solar-panels/inverter-costs (accessed. 806 

[44] HM Treasury. "Financial Reporting Advisory Board Paper Discount Rates Update." 807 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/620855/FRAB_130__808 

03__Discount_rates.pdf (accessed. 809 

[45] "Battery Pack Prices Fall As Market Ramps Up With Market Average At $156/kWh In 2019 | BloombergNEF." 810 

https://about.bnef.com/blog/battery-pack-prices-fall-as-market-ramps-up-with-market-average-at-156-kwh-in-2019/ 811 

(accessed. 812 

[46] "Carbon Intensity." https://carbonintensity.org.uk/ (accessed. 813 

[47] N. Arregui, R. Chen, and C. Ebeke, "Sectoral Policies for Climate Change Mitigation in the EU Sectoral Policies for 814 

Climate," 2020.  815 

[48] "Data & Statistics - IEA." https://www.iea.org/data-and-statistics?country=WORLD&fuel=Energy 816 

supply&indicator=TPESbySource (accessed. 817 

 818 

APPENDIX 819 

We prove that our problem is convex. Since all constraints are linear, it is sufficient to prove that the objective function is convex. 820 

The objective function is: 821 

  deg ,t k
f c   (1) 822 

where  823 

    
cycle loss(%)( , )

deg , B
%

t k

t k k

Q
c P


    (2) 824 

Since PB(k) and η% are parameters, it is enough to prove that cycle loss(%)( , )t kh Q  is convex. To do so, we show that the second 825 

derivative of h, h'' > 0. 826 
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cycle loss(%)( , ) 1 Ah
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where 828 
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Moreover, 830 
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cell capacity

I t
I    (5) 831 

    Ah number of cycles DoD cell capacity     (6) 832 
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  (7) 833 

It is assumed that the operating SoC window of the battery is between 10%-90%, so: 834 
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 SoC , (SoC in Ah)I t     (9) 836 

Equation (7), using (8) and (9), becomes: 837 
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cell capacity
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Equation (6), using (10) and (11), becomes: 840 
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Equation (3), using (5) and (12), becomes: 842 
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We then show that h'' > 0, considering battery temperatures between 0 – 80 °C (or 273.15 K – 353.15 K), I ϵ [SoCmin, SoCmax], and 844 

a = 8.63·10-6, b = -0.00513, c = 0.7631, d = -0.0067, e = 2.35 [40].  845 
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Functions h and h'' (i.e., Qcycle loss and its second derivative) are illustrated in Figure 34 for the above-mentioned temperature range, 848 

current range, and coefficient values. Since h'' > 0, h is convex. This means that cdeg(t,k) in (2) is also convex, and, finally, the 849 

objective function (f) is convex, as a sum of convex functions. 850 

 851 
Figure 34: Qcycle loss and its second derivative for the considered temperature range, current range, and coefficient values. 852 



Declaration of interests 
  
☒ The authors declare that they have no known competing financial interests or personal relationships 
that could have appeared to influence the work reported in this paper. 
  
☐ The authors declare the following financial interests/personal relationships which may be considered 
as potential competing interests: 
 

 
  
  
  
 

Declaration of Interest Statement


