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Abstract — A new unsupervised single channel source separation method is presented. The proposed method does not require training knowledge and the separation system is based on non-uniform time-frequency (TF) analysis and feature extraction. Unlike conventional researches that concentrate on the use of spectrogram or its variants, we develop our separation algorithms using an alternative TF representation based on the gammatone filterbank. In particular, we show that the monaural mixed audio signal is considerably more separable in this non-uniform TF domain. We also provide the analysis of signal separability to verify this finding. In addition, we derive two new algorithms that extend the recently published Itakura-Saito nonnegative matrix factorization to the case of convolutive model for the non-stationary source signals. These formulations are based on the Quasi-EM framework and the Multiplicative Gradient Descent (MGD) rule, respectively. Experimental tests have been conducted which show that the proposed method is efficient in extracting the sources' spectral-temporal features that are characterized by large dynamic range of energy, and thus leading to significant improvement in source separation performance.

I. INTRODUCTION

Unsupervised source separation (USS) of multiple sources from multiple sensors is a sophisticated research field with numerous applications in the fields of neural computation, encryption [1], security [2] and pattern detection [3]. A review of recent literature shows that there are at least three main classifications of USS [4, 5]. These include linear and nonlinear, instantaneous and convolutive, overcomplete and underdetermined. In the first classification, linear algorithms dominate the USS research field due to its simplicity in analysis and its explicit separability. Linear USS assumes that the mixture is represented by a linear combination of sources. Extension of USS for solving nonlinear mixtures has also been introduced [6]. This model takes nonlinear distorted signals into consideration offers a more accurate representation of a realistic environment. In the second classification, when the observed signals consist of combinations of multiple time-delayed versions of the original sources and/or mixed signals themselves, the system is referred as the convolutive mixture [5]. Otherwise, the absence of time delays results in the instantaneous mixture of observed signals. Finally, when the number of observed signals exceeds the number of sources, this refers to the underdetermined USS. Conversely, when the number of observed signals is less than the number of sources, this becomes the overcomplete USS. In general and for many practical applications, the challenging case for source separation is when only one monaural recording is available. This leads to the unsupervised single channel source separation (USCSS) where the problem can be stated as one observation mixed with several unknown sources. In this work, we consider the case of two sources, namely:

\[ y(t) = x_1(t) + x_2(t) \]  

where \( t = 1, 2, \ldots, T \) denotes time index and the goal is to estimate the two sources \( x_1(t) \) and \( x_2(t) \) given only the observation signal \( y(t) \). Unlike conventional assumption used in USS where the sources are assumed to be statistical independent which is rather too restrictive; in this paper, the sources are characterized as non-stationary processes with time-varying spectra [7]. This assumption is practically justified since most signals encountered in applications are non-stationary with time-varying spectra. Examples include speech, audio, EEG, stock market index and seismic trace.

Solutions to USCSS using nonnegative matrix factorization (NMF) [8] have recently gained popularity. They exploit an appropriate time-frequency (TF) analysis on the mono input recordings, yielding a TF representation which can be decomposed as:

\[ |Y|^2 \approx DH \]  

where \( |Y|^2 \in \mathbb{R}^{I \times T} \) is the power time-frequency (TF) representation of the mixture \( y(t) \) which is factorized as the product of two nonnegative matrices, \( D \in \mathbb{R}^{I \times t} \) and \( H \in \mathbb{R}^{t \times T} \).

The superscript \(^*\) represents element wise operation. \( F \) and \( T \) represent the total frequency units and time slots in the TF domain, respectively. If \( I \) is chosen to be \( I = T \), no benefit is achieved in terms of representation. Thus the idea is to determine \( I < T \) so the matrix \( D \) can be compressed and reduced to its integral components such as it contains only a set of spectral basis vectors, and \( H \) is an encoding matrix which describes the amplitude of each basis vector at each time point. Because NMF gives a parts-based decomposition [8, 9], it has recently been proposed for separating drums from polyphonic music [10] and automatic transcription of polyphonic music [11]. Commonly used cost functions for NMF are the generalized Kullback-Leibler (KL) divergence and Least Square (LS) distance [8]. A sparseness constraint [12] can be added to these cost functions for optimizing \( D \) and \( H \). Other
cost functions for audio spectrograms factorization have also been introduced such as that of [13] which assumes multiplicative gamma-distributed noise in power spectrograms, while [14] attempts to incorporate phase into the factorization by using a probabilistic phase model. Notwithstanding above, families of parameterized cost functions, such as the Beta divergence [15] and Csiszár’s divergences [16] have also been presented for the source separation. However, they have some crucial limitations that explicitly use training knowledge of the sources [17]. As a consequence, these methods are only able to deal with a very specific set of signals and situations.

Model-based techniques have also been proposed for SCSS which usually require training a set of isolated recordings. The sources are trained by using a Hidden Markov model (HMM) based on Gaussian Mixture Model (GMM) and they are combined in a factorial HMM to separate the mixture [18]. Good separation requires detailed source models that might use thousands of full spectral states e.g. in [19], HMMs with 8000 states were required to accurately represent one person’s speech for a source separation task. The large state space is required because it attempts to capture every possible instance of the signal. These model-based techniques, however, consume long time not only in training the prior parameters but also presenting many difficult challenges during the inference stage.

From above, it is clear that existing solutions to USCSS are still practically limited and fall short of the success enjoyed in other areas of source separation. In this paper, a novel separation system is proposed and the contributions are summarized as follows:

- (i). Derivation of a separability analysis in the TF domain for USCSS and development a quantitative performance measure to evaluate the degree of “separateness” in the monaural mixed signal. In particular, we have identified the ideal condition when the sources are perfectly separable.

- (ii). Novel development of a separation framework based on the gammatone filterbank. Unlike the spectrogram which deals only with uniform resolution, the gammatone filterbank produces non-uniform TF domain (termed as the cochleagram) whereby each TF unit has different resolution. We prove that the mixed signal is significantly more separable in the cochleagram than the spectrogram and the log-frequency spectrogram (constant-Q transform).

- (iii). Novel development of two-dimensional NMF (NMF2D) signal model optimized under the Itakura-Saito (IS) divergence with Quasi-EM and MGDD updates. We term this model as the IS-NMF2D. Two new algorithms have been developed to estimate the spectral and temporal features of the signal model. The first algorithm is founded on the framework of Quasi-EM (Expectation-Maximization) while the second algorithm is based on the multiplicative gradient decent (MGD) update rule. Both algorithms have the unique property of scale-invariant whereby the lower energy components in the TF domain can be treated with equal importance as the higher energy components. This property is highly desirable since it enables the spectral and temporal features of the non-stationary sources which are usually characterized by large dynamic range of energy to be estimated with significantly higher accuracy. This is to be contrasted with other methods based on LS distance [20] and KL divergence [21] which favor the high-energy components but neglect the low-energy components.

The paper is organized as follows: Section II introduces the TF matrix representation using the gammatone filterbank. Section III delves into the separability analysis of the single-channel mixture in the non-uniform TF domain. In Section IV, the two new algorithms are derived and the proposed separation system is developed. Experimental results and a series of performance comparison with methods are presented in Section V. Finally, Section VI concludes the paper.

II. TIME-FREQUENCY REPRESENTATION

In the task of audio source separation, one critical decision is to choose a suitable TF domain to represent the time-varying contents of the signals. There are several types of TF representations and the most widely used ones are spectrogram [22] and log-frequency spectrogram (using constant-Q transform) [23]. This is documented over the last few years in the research of audio source separation [10-21]. In this work, however, we develop our separation algorithms using a TF representation based on the gammatone filterbank.

A. Gammatone filterbank and Cochleagram

The Gammatone filterbank [24] is a cochlear filtering model which decomposes an input signal into the time-frequency domain using a set of gammatone filters. The impulse response of a gammatone filter centered at frequency $f$ is mathematically expressed as:

$$g(f,t) = \begin{cases} \exp(-2\pi^2 h t) & t \geq 0 \\ 0 & \text{else} \end{cases}$$

where $h$ denotes the order of filter, $\nu$ represents the rectangular bandwidth which increases as the center frequency $f$ increases. Considering a particular filter channel $c$ with $f_c$ as the center frequency, then the filter output response $x(c,t)$ can be expressed as:

$$x(c,t) = x(t) \ast g(f_c,t)$$

where ‘$\ast$’ denotes time-domain convolution. The response is shifted backwards by $(h-1)/(2\pi\nu)$ to compensate for the filter delay. The output of each filter channel is divided into time frames with 50% overlap between consecutive frames. The time-frequency spectra of all the filter outputs are then constructed to form the cochleagram.

Fig. 1: (A) Cochleagram of a female utterance mixed with jazz music. (B) Frequency response of a gammatone filterbank.
Fig. 1 (A) shows the cochleagram of female speech mixed with jazz in which 128-channel gammatone filterbank is used over the frequency range from 50Hz to 8000Hz. Also note that the time-varying spectrum of the signal is clearly visible. In [25, 26], it was noted that some crucial differences exist in the TF representation of how sound is analyzed by the ear. In particular, the ear’s frequency subbands get wider for higher frequencies whereas the classical spectrogram as computed by the Short-Time Fourier Transform (STFT) has an equal-spaced bandwidth across all frequency channels. Since speech signals are characterized as highly non-stationary and non-periodic whereas music changes continuously; therefore, application of the Fourier transform will produce errors when complicated transient phenomena such as the mixture of speech and music is contained in the analyzed signal. Unlike the spectrogram, the log-frequency spectrogram possesses non-uniform TF resolution. However, it does not exactly match to the nonlinear resolution of the cochlear since their center frequencies are distributed logarithmically along the frequency axis and all filters have constant-Q factor [23]. On a separate hand, the gammatone filters used in the cochlear model \( M \) are approximately logarithmically spaced with constant-Q factor for frequencies from \( f_s/10 \) to \( f_s/2 \) ( \( f_s \) denotes the sampling frequency), and approximately linearly spaced for frequencies below \( f_s/10 \). Hence, this characteristic results in selective non-uniform resolution in the TF representation of the analyzed audio signal. Fig. 1(B) shows the frequency response of a general gammatone filterbank for \( f_s = 16KHz \). It is seen that the higher frequencies correspond to the wider frequency subbands which resemble closely to the human perception of frequencies [27]. Therefore, the cochleagram is developed as an alternative TF analysis tool for source separation to overcome the limitations associated with the Fourier transform approach.

III. SINGLE CHANNEL SOURCE SEPARABILITY ANALYSIS

For separation, one generates the TF mask corresponding to each source and applies the generated mask to the mixture to obtain the estimated source TF representation. In particular, when the sources do not overlap in the TF domain, an optimum mask \( M_{\text{opt}}(f,t) \) exists which allows one to extract the \( \text{th} \) original source from the mixture as:

\[
X(\cdot,\cdot) = M_{\text{opt}}(\cdot,\cdot) Y(\cdot,\cdot)
\]

(5)

Given any TF mask \( M(\cdot,\cdot) \) such that \( 0 \leq M(\cdot,\cdot) \leq 1 \) for all \((f,t)\), we define the separability for the target source \( X(\cdot,\cdot) \) in the presence of the interfering sources \( p(\cdot,\cdot) \) as:

\[
S_{M}^{X_{i},...,\bar{X}_{i},\bar{X}_{i}} = \frac{\| M(\cdot,\cdot) X(\cdot,\cdot) \|_{2}}{\| X(\cdot,\cdot) \|_{2}} - \frac{\| M(\cdot,\cdot) P(\cdot,\cdot) \|_{2}}{\| X(\cdot,\cdot) \|_{2}}
\]

(6)

where \( X(\cdot,\cdot) \) and \( P(\cdot,\cdot) \) are the TF representations of \( X(\cdot,\cdot) \) and \( p(\cdot,\cdot) \), respectively. \( \| \cdot \|_{2} \) is the Frobenius norm. We also define the separability of the mixture with respect to all the \( N \) sources as:

\[
S_{M}^{X_{1},...,X_{N}} = \frac{1}{N} \sum_{i=1}^{N} S_{M}^{X_{i},...,\bar{X}_{i},\bar{X}_{i}}
\]

(7)

Eqn. (6) is equivalent to measuring the success of extracting the \( \text{th} \) source \( X(\cdot,\cdot) \) from the mixture \( Y(\cdot,\cdot) \) given the TF mask \( M(\cdot,\cdot) \). Similarly, (7) measures the success of extracting all the \( N \) sources simultaneously from the mixture. To further analyze the separability, we invoke the following: (i) Preserved signal ratio (PSR) which determines how well the mask preserves the source of interest, and (ii) Signal-to-interference ratio (SIR) which indicates how well the mask suppresses the interfering sources:

\[
PSR_{M}^{X_{i}} = \frac{\| M(\cdot,\cdot) X(\cdot,\cdot) \|_{2}}{\| X(\cdot,\cdot) \|_{2}}
\]

(8)

\[
SIR_{M}^{X_{i}} = \frac{\| M(\cdot,\cdot) P(\cdot,\cdot) \|_{2}}{\| M(\cdot,\cdot) X(\cdot,\cdot) \|_{2}}
\]

Using (8), it can be shown that (7) can be expressed as

\[
S_{M}^{X_{1},...,X_{N}} = PSR_{M}^{X_{1}} - PSR_{M}^{X_{i}} / SIR_{M}^{X_{i}}
\]

Analyzing the terms in (6), we have:

\[
PSR_{M}^{X_{i}} = \begin{cases} 1 & \text{if supp} M_{\text{opt}} = \text{supp} M_{i} \\ < 1 & \text{if supp} M_{\text{opt}} \subseteq \text{supp} M_{i} \end{cases}
\]

(9)

\[
SIR_{M}^{X_{i}} = \begin{cases} \infty & \text{if supp}[M \cdot X_{i}] \cap \text{supp} P = \emptyset \\ \text{finite} & \text{if supp}[M \cdot X_{i}] \cap \text{supp} P \neq \emptyset 
\end{cases}
\]

where ‘supp’ denotes the support. When \( S_{M}^{X_{1},...,X_{N}} = 1 \) \( (i.e. \) \( PSR_{M}^{X_{1}} = 1 \) and \( SIR_{M}^{X_{1}} = \infty \)), this indicates that the mixture \( y(t) \) is separable with respect to the \( \text{th} \) source \( x(t) \). In other words, \( X(\cdot,\cdot) \) does not overlap with \( P(\cdot,\cdot) \) and the TF mask \( M(\cdot,\cdot) \) has perfectly separated the \( \text{th} \) source \( X(\cdot,\cdot) \) from the mixture \( Y(\cdot,\cdot) \). This corresponds to \( M(\cdot,\cdot) = M_{\text{opt}}(\cdot,\cdot) \) in (5). Hence, this is the maximum attainable \( S_{M}^{X_{1},...,X_{N}} \) value. For other cases of \( PSR_{M}^{X_{i}} \) and \( SIR_{M}^{X_{i}} \), we have \( S_{M}^{X_{1},...,X_{N}} < 1 \). Using this concept, we can extend the analysis for the case of separating \( N \) sources. A mixture \( y(t) \) is fully separable to all the \( N \) sources if and only if \( S_{M}^{X_{1},...,X_{N}} = 1 \) \( (7) \). For the case \( S_{M}^{X_{1},...,X_{N}} < 1 \), this implies that some of the sources overlap with each other in the TF domain and therefore, they cannot be fully separated. Thus, \( S_{M}^{X_{1},...,X_{N}} \) provides the quantitative performance measure for evaluating how separable is the mixture in the TF domain. In our comparison, the following TF representations are used to test the mixture’s separability: spectrogram, log-frequency spectrogram and cochleagram. In the log-frequency spectrogram, the frequency scale is set to logarithmic and grouped into 175 frequency bins in the range of 50Hz to 8KHz with 24 bins per octave while the bandwidth follows the constant-Q rule [23]. To ensure fair comparison, we generate the ideal binary mask (IBM) [27] directly from the original sources. To reiterate our aim, the separability analysis is undertaken without recourse to any separation algorithms but utilizing only the energy of the sources to ascertain the degree of “separateness” of the mixture in different TF domains. These results have been tabulated in Table I. The symbols ‘M’ and ‘S’ denotes music and speech, respectively.
and log-frequency spectrogram settings, the STFT with 1024-point window length is the best setting to analyze the separability performance. The results of PSR, SIR and separability for each TF domain are obtained by averaging over 300 realizations. Following the listening performance test proposed in [29], we conclude that $S_{i,j}^{Y,X} > 0.8$ leads to acceptable separation performance. Therefore, all TF representations in Table I satisfy this condition. While this is true, the spectrogram gives only a mediocre level of separability with averaged $S_{i,j}^{Y,X} \approx 0.86$ while the log-frequency spectrogram shows a better result with $S_{i,j}^{Y,X} \approx 0.94$. Nevertheless, the cochleagram yields the best separability with $S_{i,j}^{Y,X} \approx 0.98$. Notwithstanding this, it is also seen that the average SIR of the cochleagram exhibits a much higher value than those of spectrogram and log-frequency spectrogram. This implies that the amount of interference between any two sources is lesser in the cochleagram.

The analysis conducted above is based on a mixture of two sources. In the following, we extend the separability analysis by increasing the number of sources from 2 to 8. For mixture of music and speech sources, the number of music sources is selected equal to the number of speech sources (e.g. for mixture of 8 sources, 4 are drawn from music and another 4 from speech; for mixture of 7 sources, either 3 (or 4) are drawn from music and the remaining 4 (or 3) from speech). The result is shown in Fig. 2. Similar to above, the separability performance for each TF representation is obtained by averaging over 300 realizations. It is observed that for all number of sources, the cochleagram has shown the best separability performance across all different types of mixture. It is worth pointing out that the cochleagram always retain a high level of separability even when the number of sources increases. Also, the curve of separability decreases steadily as the number of sources increases. On the contrary, other TF representations fail to separate the mixture when large number of sources is present, e.g. for mixture of music and speech (8 sources mixed), $S_{i,j}^{Y,X} \approx 0.65$ for spectrogram and $S_{i,j}^{Y,X} \approx 0.3$ for log-frequency spectrogram. They are considerably below the acceptable level of separability. On the other hand, the cochleagram maintains at a good level with $S_{i,j}^{Y,X} \approx 0.9$ which is well above the rest. It is noted that the curve of separability for the log-frequency spectrogram decreases very sharply as number of sources increases. In Table I, it is shown that the log-frequency spectrogram leads to better separability than the classic spectrogram. However, this is not always the case especially when the number of sources in the mixture is increased from four onwards. The curves in Fig. 2 indicate that the separability of the spectrogram degrades more gracefully as compared with the log-frequency spectrogram. Finally, of all the mixture types only the cochleagram preserves the separability larger than 0.8 over the range of eight sources. Therefore, based on this study, it can be concluded that the cochleagram is a better TF transform than spectrogram and log-frequency spectrogram.

Table I: Averaged separability performance

<table>
<thead>
<tr>
<th>Types of TF domain</th>
<th>Mixtures</th>
<th>PSR</th>
<th>SIR</th>
<th>$S_{i,j}^{Y,X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cochleagram</td>
<td>M and M</td>
<td>0.996</td>
<td>275.8</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td>M and S</td>
<td>0.995</td>
<td>186.8</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>S and S</td>
<td>0.984</td>
<td>184.2</td>
<td>0.979</td>
</tr>
<tr>
<td>Log-frequency</td>
<td>M and M</td>
<td>0.958</td>
<td>165.5</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>M and S</td>
<td>0.942</td>
<td>118.5</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>S and S</td>
<td>0.943</td>
<td>20.2</td>
<td>0.934</td>
</tr>
<tr>
<td>Spectrogram</td>
<td>M and M</td>
<td>0.885</td>
<td>55.8</td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td>M and S</td>
<td>0.882</td>
<td>53.6</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>S and S</td>
<td>0.871</td>
<td>50.83</td>
<td>0.854</td>
</tr>
</tbody>
</table>

Table II: Separability under different window length

<table>
<thead>
<tr>
<th>Types of TF domain</th>
<th>Window Length</th>
<th>$S_{i,j}^{Y,X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cochleagram</td>
<td>20ms (320)</td>
<td><strong>0.985</strong></td>
</tr>
<tr>
<td></td>
<td>32ms (512)</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>64ms (1024)</td>
<td>0.965</td>
</tr>
<tr>
<td></td>
<td>128ms (2048)</td>
<td>0.892</td>
</tr>
<tr>
<td>Log-frequency</td>
<td>20ms (320)</td>
<td>0.813</td>
</tr>
<tr>
<td></td>
<td>32ms (512)</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>64ms (1024)</td>
<td><strong>0.948</strong></td>
</tr>
<tr>
<td></td>
<td>128ms (2048)</td>
<td>0.912</td>
</tr>
<tr>
<td>Spectrogram</td>
<td>20ms (320)</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>32ms (512)</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>64ms (1024)</td>
<td><strong>0.864</strong></td>
</tr>
<tr>
<td></td>
<td>128ms (2048)</td>
<td>0.842</td>
</tr>
</tbody>
</table>

In Table I, three types of mixture have been used: (i) music mixed with music, (ii) speech mixed with music and (iii) speech mixed with speech. The speech signals are selected from 10 male and 10 female speeches taken from TIMIT database and are normalized to unit energy. The 10 music sources are selected from the RWC database [28] and also normalized to unit energy. Two sources are randomly chosen from the databases and the mixed signal is generated by adding the sources. All mixed signals are sampled at 16 kHz sampling rate. TF representation using different window length has also been investigated and the results are tabulated in Table II.

Table II shows the average separability results for all types of the mixture based on different window length. The bracketed number shows the number of data points corresponding to the particular window length. It is clear that, for both spectrogram and log-frequency spectrogram settings, the STFT with 1024-point window length is the best setting to analyze the separability performance. The results of PSR, SIR and separability for each TF domain are obtained by averaging over 300 realizations. Following the listening performance test proposed in [29], we conclude that $S_{i,j}^{Y,X} > 0.8$ leads to acceptable separation performance. Therefore, all TF representations in Table I satisfy this condition. While this is true, the spectrogram gives only a mediocre level of separability with averaged $S_{i,j}^{Y,X} \approx 0.86$ while the log-frequency spectrogram shows a better result with $S_{i,j}^{Y,X} \approx 0.94$. Nevertheless, the cochleagram yields the best separability with $S_{i,j}^{Y,X} \approx 0.98$. Notwithstanding this, it is also seen that the average SIR of the cochleagram exhibits a much higher value than those of spectrogram and log-frequency spectrogram. This implies that the amount of interference between any two sources is lesser in the cochleagram.
The TF representation of the mixture in (1) is given by

\[ Y(f,t) = X_s(f,t) + X_{s'}(f,t) \]

where \( Y(f,t) \), \( X_s(f,t) \) and \( X_{s'}(f,t) \) denote the TF components which are obtained by applying the gammatone filterbank to the mixture. The time slots are given by \( t_s = 1,2,...,T_s \) while frequencies by \( f = 1,2,...,F \).

Since each component is a function of \( t_s \) and \( f \), we represent this as a \( F \times T_s \) matrix \( Y = [Y(f,t_s)]_{f=1}^{F} \) and \( \hat{X}_s = [X_s(f,t_s)]_{f=1}^{F} \). It is shown in Section III that the sources are almost perfectly separable in the cocheagram. This therefore enable us to express the power TF representation as

\[ |Y|^2 \approx \sum_{i=1}^{N_s} |X_i|^2 \]

which we will model as

\[ |Y(j,t_s)|^2 \approx \sum_{i=1}^{N_s} \sum_{j=1}^{F} D_{i,j} \theta_{i,j} \hat{H}_{i,j} \].

The source we seek to determine are \( [X_i(f,t_s)]_{f=1}^{F} \) and this will be obtained by using the matrix factorization as \( \hat{X}_s(f,t_s) = \sum_{i=1}^{N_s} D_{i,j} \theta_{i,j} \hat{H}_{i,j} \). In the following, we propose two novel algorithms to estimate \( D_{i,j} \) and \( \theta_{i,j} \) from the mixture signal.

**B. Algorithm 1: Quasi-EM formulation of IS-NMF2D (Quasi-EM IS-NMF2D)**

We consider the following generative model defined as:

\[ y_{i,t} = c_{i,t} + \epsilon_{i,t}, \quad \forall i, t = 1,2,...,T_s \quad \epsilon_{i,t} \sim N(0, \Sigma_{i}) \]

where \( y_{i,t} \in \mathbb{C}^{F \times 1}, c_{i,t} \in \mathbb{C}^{F \times 1} \) and \( \Sigma_{i} \) the proper complex Gaussian distribution and the components \( c_{i,t}, \ldots, \epsilon_{i,t} \) are both mutually and individually independent. The Expectation-Maximization (EM) framework is developed for the ML estimation of \( \theta = \{D^*, \Theta^*\} \). Due to the additive structure of the generative model (10), the parameters describing each component \( C_i = \{c_{i,t}, \epsilon_{i,t}\} \) can be updated separately.

We now consider a partition of the parameter space \( \theta = \bigcup_{k=1}^{K} \theta_k \) as \( \theta_k = \{D_{k}, H_{k}^*\} \) where \( D_k \) is the \( k \)-th column of \( D^* \) and \( H_{k}^* \) is the \( k \)-th row of \( H^* \). The EM algorithm works by formulating the conditional expectation of the negative log likelihood of \( C_z \)

\[ G_M^L(\theta|\theta^*) = -\sum_{k=1}^{K} \log p(C_z|Y, \theta^*) \]

where \( \theta^* \) always contains the most recent parameter values of \( \{D^*, H^*\} \).

1) Expressions of the E- and M-step
One iteration of the EM algorithm includes computing the E-step and maximizing the M-step \( \Theta_k(\mathbf{0}, \theta^0) \) for \( k = 1, \ldots, K \). The minus hidden component likelihood is defined as:

\[
-\log p(C_k | \theta_k) = \sum_{t, \phi, k} \sum_{f=\phi} \log N \left( \frac{c_{k, f, t}}{H_{k, f, t}}, 0, \sum_{f=\phi} D'_{j=f, \phi} H'_{k, f, t} \right)
\]

where ‘\( \cdot \)’ in the second line denotes equality up to constant terms. Then, by virtue of (10), the hidden-data posterior also has a Gaussian form as \( p(C_k | Y, \theta) = \prod_{t \in \Phi} \prod_{f=\phi} N \left( c_{k, f, t}, p_{\text{post}}^{k, f} \lambda_{\text{post}}^{k, f} \right) \)

where \( u_{\text{post}}^{k, f} \) and \( \lambda_{\text{post}}^{k, f} \) are the posterior mean and variance of \( c_{k, f, t} \) given as:

\[
\begin{align*}
& u_{\text{post}}^{k, f} = \frac{\sum_{t, \phi} D'_{j=f, \phi} H'_{k, f, t} Y_{f, t}}{\sum_{t, \phi} D'_{j=f, \phi} H'_{k, f, t}}, \\
& \lambda_{\text{post}}^{k, f} = \frac{\sum_{t, \phi} D'_{j=f, \phi} H'_{k, f, t}^2 - \sum_{t, \phi} D'_{j=f, \phi} H'_{k, f, t} u_{\text{post}}^{k, f}}{\sum_{t, \phi} D'_{j=f, \phi} H'_{k, f, t}}.
\end{align*}
\]

Thus, the E-step merely includes computing the posterior power of \( V_k \), defined as \( [V_k]_{f, t} = u_{\text{post}}^{k, f} + \lambda_{\text{post}}^{k, f} \). The M-step can be treated as one-component NMF problem:

\[
Q_k^{\text{EM}}(\theta_k | \theta^0) = \sum_{t, \phi} \sum_{f=\phi} \log \left( \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right) + \sum_{t, \phi} \sum_{f=\phi} \left( u_{\text{post}}^{k, f} + \lambda_{\text{post}}^{k, f} \right)
\]

where \( d_\phi(\cdot) \) is the IS divergence [30] and is formally defined as \( d_\phi(a | b) = (a/b) - \log(a/b) - 1 \). The IS divergence has the property of scale invariant i.e. \( d_\phi(\kappa a | \kappa b) = d_\phi(a | b) \) for any \( \kappa \). This implies that any low energy components \( (a, b) \) will bear the same relative importance as the high energy ones \( leq (\kappa a, \kappa b) \). This is particularly important to situations where \( Y \) is characterized by large dynamic range such as the audio short-term spectra.

2) Estimation of the spectral basis and temporal code using Quasi-EM method

The spectral basis and temporal code can be obtained from (14). The derivative of a given element of \( g_{k, f, t} = \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \) with respect to \( D_{j=f, \phi} \) and \( H_{k, f, t} \) is given by:

\[
\begin{align*}
& \frac{\partial g_{k, f, t}}{\partial D_{j=f, \phi}} = \frac{\partial}{\partial D_{j=f, \phi}} \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} = \sum_{t, \phi} D'_{j=f, \phi} H_{k, f, t}, \\
& \frac{\partial g_{k, f, t}}{\partial H_{k, f, t}} = \frac{\partial}{\partial H_{k, f, t}} \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} = \sum_{t, \phi} D'_{j=f, \phi} H_{k, f, t}.
\end{align*}
\]

The derivatives of (14) corresponding to \( D_{j=f, \phi} \) and \( H_{k, f, t} \) are then obtained as:

\[
\begin{align*}
& \frac{\partial Q_k^{\text{EM}}(\theta_k | \theta^0)}{\partial D_{j=f, \phi}} = \sum_{t, \phi} \frac{g_{k, f, t}}{\sum_{t, \phi} D_{j=f, \phi} H_{k, f, t}} - \frac{\partial}{\partial D_{j=f, \phi}} \sum_{t, \phi} \frac{g_{k, f, t}}{H_{k, f, t}} \frac{\partial H_{k, f, t}}{\partial D_{j=f, \phi}}, \\
& \frac{\partial Q_k^{\text{EM}}(\theta_k | \theta^0)}{\partial H_{k, f, t}} = \sum_{t, \phi} \frac{g_{k, f, t}}{\sum_{t, \phi} D_{j=f, \phi} H_{k, f, t}} + \frac{\partial}{\partial H_{k, f, t}} \sum_{t, \phi} \frac{g_{k, f, t}}{H_{k, f, t}} \frac{\partial H_{k, f, t}}{\partial H_{k, f, t}}.
\end{align*}
\]

Unlike the conventional EM algorithm, it is not possible to directly set \( \frac{\partial Q_k^{\text{EM}}(\theta_k | \theta^0)}{\partial D_{j=f, \phi}} = 0 \) and \( \frac{\partial Q_k^{\text{EM}}(\theta_k | \theta^0)}{\partial H_{k, f, t}} = 0 \) because of the nonlinear coupling between \( D_{j=f, \phi} \) and \( H_{k, f, t} \) via \( g_{k, f, t} \). Thus, closed form expressions for estimating \( D_{j=f, \phi} \) and \( H_{k, f, t} \) cannot be accomplished. To overcome this problem, we use the following update rules and unify it as part of the M-step:

\[
[\Theta_k]_{f, t} = \begin{bmatrix}
[\mathbf{V}_k]_{f, t}^{\text{post}} + [\mathbf{H}_k]_{f, t}^{\text{post}}
\end{bmatrix}
\]

(17)

where \( \mathbf{V}_k^{\text{EM}}(\theta_k | \theta^0)_j = \mathbf{V}_k^{\text{EM}}(\theta_k | \theta^0)_j - \mathbf{V}_k^{\text{EM}}(\theta_k | \theta^0)_j \) . For each \( D_{j=f, \phi} \) and \( H_{k, f, t} \) variables, we have:

\[
\begin{align*}
& \mathbf{V}_k^{\text{EM}}(\theta_k | \theta^0)_j = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2, \\
& \mathbf{H}_k^{\text{EM}}(\theta_k | \theta^0)_j = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2
\end{align*}
\]

and

\[
\begin{align*}
& \mathbf{V}_k^{\text{EM}}(\theta_k | \theta^0)_j = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2, \\
& \mathbf{H}_k^{\text{EM}}(\theta_k | \theta^0)_j = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2
\end{align*}
\]

Inserting (18) and (19) into (17) leads to:

\[
\begin{align*}
& \mathbf{D}_{j=f, \phi}^{\text{EM}}(\theta_k | \theta^0) = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2, \\
& \mathbf{H}_{k, f, t}^{\text{EM}}(\theta_k | \theta^0) = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2
\end{align*}
\]

Similarly, the update rules in \( \mathbf{H}_k^{\text{EM}} \) writes

\[
\begin{align*}
& \mathbf{H}_{k, f, t}^{\text{EM}}(\theta_k | \theta^0) = \sum_{t, \phi} \sum_{f=\phi} \left( g_{k, f, t} - \sum_{t, \phi} D_{j=f, \phi} H_{k, f, t} \right)^2
\end{align*}
\]

It can be verified that the above update rules have an advantage of ensuring the non-negativity constraints of \( D_{j=f, \phi} \) and \( H_{k, f, t} \) are always maintained during every iteration.

C. Algorithm 2: Multiplicative Gradient Descent Formulation of IS-NMF2D (MGD IS-NMF2D)

We consider the following generative model defined as:

\[
[\mathbf{Y}_{f, t}] = \left( \sum_{t=1}^{T} \sum_{\phi=0}^{\Phi} \mathbf{D}_{j=f, \phi} \mathbf{H}_{k, f, t} \right) \mathbf{E}_{f, t}
\]

(22)
where \( \mathbf{E}_{ij} \) is a scalar of multiplicative independent and identically-distributed (i.i.d.) Gamma noise with unit mean i.e. 
\[
\rho(\mathbf{E}_{ij}) = \xi(\mathbf{E}_{ij} | \alpha, \beta) 
\]
where \( \xi(\mathbf{E}_{ij} | \alpha, \beta) \) denotes the Gamma probability density function (pdf) defined as:
\[
\xi(\mathbf{E}_{ij} | \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} (\mathbf{E}_{ij})^{\alpha-1} e^{-\beta \mathbf{E}_{ij}}. 
\]
Next, we define \( \mathbf{D} = \left[ \mathbf{D}^0 \mathbf{D}^1 \ldots \mathbf{D}^m \right] \) and \( \mathbf{H} = \left[ \mathbf{H}^0 \mathbf{H}^1 \ldots \mathbf{H}^m \right]. \) Under the independent and identically distributed (i.i.d.) noise assumption, the term \(- \log p(\mathbf{Y} | \mathbf{D}, \mathbf{H}) \) becomes
\[
- \log p(\mathbf{Y} | \mathbf{D}, \mathbf{H}) = \sum_{i,j=1}^{L} \log \frac{|\mathbf{Y}|^2}{\sum_{i=1}^{L} \mathbf{D}_{ij}^* \mathbf{H}_{ij}^*} 
\]
where \( \hat{d}_j \) is the second line denotes equality up to constant terms. Thus, the cost function is \( C_{\text{NMF2D}} = - \log p(\mathbf{Y} | \mathbf{D}, \mathbf{H}) \).

V. EXPERIMENTAL RESULTS AND ANALYSIS

The key difference between both algorithms is that the Quasi-EM IS-NMF2D algorithm prevents zeros in the factors i.e. \( \mathbf{D} \) and \( \mathbf{H} \) cannot take entries equal to zero. On the contrary, this is not a feature shared by the MGD IS-NMF2D algorithm since zero coefficients are invariant under MGD updates. If the MGD IS-NMF2D algorithm attains a fixed point solution with zero entries, then it cannot be determined since the limit point is a stationary point [31]. Consequently, the resulting factorizations rendered by these algorithms are not equivalent. For this reason, the Quasi-EM IS-NMF2D algorithm can be considered more reliable for updating \( \mathbf{D} \) and \( \mathbf{H} \). We have summarized both proposed algorithms in Table III. Details of the source separation performance between these algorithms will be shown in Section V A where \( \psi = 10^{-6} \) is the threshold for ascertaining the convergence.

D. Estimation of Sources

The two matrices which we seek to separate from \( |\mathbf{Y}_{ij}|^2 \) are \( \tilde{\mathbf{X}}_i(f, i) \) and \( \tilde{\mathbf{X}}_j(f, i) \). These matrices are estimated as
\[
\tilde{\mathbf{X}}_i(f, i) = \sum_{t=0}^{m} \mathbf{D}_{ij}^* \mathbf{H}_{ij}^* \quad \text{and} \quad \tilde{\mathbf{X}}_j(f, i) = \sum_{t=0}^{m} \mathbf{D}_{ij}^* \mathbf{H}_{ij}^* 
\]
[29] which are then used to generate the binary mask \( \text{mask}(f, i) = 1 \) if \( |\tilde{\mathbf{X}}_i(f, i)|^2 > |\tilde{\mathbf{X}}_j(f, i)|^2 \) and zero otherwise. Finally, the estimated time-domain sources are re-synthesized using the approach in [22] by weighting the mixture cochleagram by the mask and correcting phase shifts introduced during the gammatone filtering.
These parameters are selected after conducting Monte-Carlo tests over 100 realizations of audio mixture. We have evaluated our separation performance in terms of the Signal-to-Distortion ratio (SDR) which unifies the Signal-to-Interference ratio (SIR) and Signal-to-Artifacts ratio (SAR). MATLAB routines for computing these criteria are obtained from the SiSEC’08 webpage [32].

A. Comparison between Quasi-EM IS-NMF2D and MGD IS-NMF2D

In this section, we compare the performance of source separation using the above algorithms. In our comparison, we have included the IS-NMF [31] combined with clustering algorithm as the benchmark. This method is selected on two grounds: Firstly, it has been proven to work for music analysis. Secondly, there are no reliable NMF methods currently available for automatic estimation of the number of components. This issue is sidestepped in [31] which proceeds firstly by factorizing the mixture signal into \( K = 2, 4, \ldots, 10 \) components by using the IS-NMF. A grouping method is then used to cluster the \( K \) components to each source. Given the \( K \) different configurations, the SDR performance is then determined for each case and the best value is eventually retained for comparison. To obtain an objective evaluation, we have also included the separation results using the ideal binary mask (IBM). Note that since the IBM is derived directly from the source signals, its separation performance represents the ideal case. Table IV shows their performance under various audio mixtures.

Remark: The work in [31] splits the separation stage into two steps i.e. factorization and clustering. Our proposed methods, on the other hand, do not require any components clustering and therefore bypass the need for post-processing clustering step which is one of the main advantages over [31]. Referring to Table IV, it is generally noted that the SDR performance varies significantly depending on the algorithms used for separation. For all type of mixtures, the IS-NMF algorithm delivers an average SDR of 2.78dB; the MGD IS-NMF2D algorithm with an average SDR of 6.7dB and, the Quasi-EM IS-NMF2D algorithm with an average SDR of 8dB. The results obtained using the NMF with convolutive factors outperform the method that does not use the convolutive factors. It is also noted that both MGD IS-NMF2D and Quasi-EM IS-NMF2D algorithms exhibit relatively high SDR performance. However, the performance of Quasi-EM IS-NMF2D is generally better than the MGD IS-NMF2D. This confirms our analysis the MGD IS-NMF2D could be trapped in local minima as explained in Section IV C. Additionally, the Quasi-EM IS-NMF2D algorithm has outperformed all the above algorithms at every type of audio mixture. More precisely, the Quasi-EM IS-NMF2D algorithm leads to an average SDR improvement close to 1.3dB per source across all the different type of mixtures as compared to the MGD IS-NMF2D algorithm. To further analyze the performance, we have plotted the cochleagram of the original sources and mixed signal in Fig. 6 and each recovered source in Fig. 3. Panels (A)-(B), (C)-(D) and (E)-(F) denote the recovered cochleagram of the female speech and jazz music by using the IS-NMF, MGD IS-NMF2D and Quasi-EM IS-NMF2D algorithms, respectively. In particular, panels (A)-(B) show that the IS-NMF algorithm can only reconstruct the sources partially. Many spectral-temporal components have been mislabeled as indicated by the red box marked area. On the other hand, it is noted that both MGD IS-NMF2D and Quasi-EM IS-NMF2D algorithms exhibit good reconstruction of the female speech and the jazz music. However, the MGD IS-NMF2D algorithm fails to identify several missing components as indicated in the red box.
marked area of panels (C)-(D). Hence, the estimation of the jazz music and speech is less accurate compared with the Quasi-EM IS-NMF2D algorithm which has successfully estimated both sources. It is relatively difficult to separate speech sources by using single channel USS methods. Currently, to our best knowledge, there are no single channel USS methods that can obtain reliable separation results of speech mixtures. The reason is because the spectral bases for speech sources are too similar to separate. This issue only can be handled by using the supervised source separation method such as model based technique which we have summarized in the Introduction. Despite the low SDR performance reported above, our proposed Quasi-EM using cochleagram still yields better separation than others.

Table IV: Separation results using matrix factorization methods

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Algorithms</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>jazz and male</td>
<td>IS-NMF with clustering</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>7.45</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>8.87</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>12.51</td>
</tr>
<tr>
<td>jazz and female</td>
<td>IS-NMF with clustering</td>
<td>4.51</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>7.67</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>9.34</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>11.23</td>
</tr>
<tr>
<td>piano and male</td>
<td>IS-NMF with clustering</td>
<td>-0.70</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>5.84</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>7.16</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>10.65</td>
</tr>
<tr>
<td>piano and female</td>
<td>IS-NMF with clustering</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>6.36</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>7.44</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>11.23</td>
</tr>
<tr>
<td>jazz and piano</td>
<td>IS-NMF with clustering</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>6.18</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>7.21</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>11.42</td>
</tr>
<tr>
<td>speech and speech</td>
<td>IS-NMF with clustering</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>MGD IS-NMF2D</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>IBM</td>
<td>11.3</td>
</tr>
</tbody>
</table>

B. Separation Performance under Different TF Representations

In Section II, the separability analysis was undertaken by using the IBM to determine the “separateness” of the mixture without recourse to the separation algorithms. In this section, the impact of separation algorithm is analyzed. Instead of using the IBM, the Quasi-EM IS-NMF2D algorithm is now used to estimate the mask according to Section IV D. In this situation, we are investigating the performance of mixture separation (rather than source separability). Speech signals and music are used to generate the monoaural mixture recording. The separation performance is evaluated by using three types of TF representation: (i) spectrogram (STFT with 1024-point Hamming windowed FFT and 50% overlap), (ii) log-frequency spectrogram (as described in Section III with 1024-point Hamming windowed FFT) and (iii) cochleagram based on Gammatone filterbank of 128 channels, filter order of 4 (i.e. $h = 4$ in (4)), and each filter output is divided into 20ms time frame with 50% overlap. To validate the parameters setting of cochleagram (e.g. $h$ and $v$), we have constructed an experiment based on three speech sources and tested the result by fixing the parameter $h$ in (3) to unity.

The experiment is then repeated by progressively increasing $h$ from 2 to 10. Over this range, the optimal separability is obtained when $h=4$. The parameter $v$ determines the rate of decay of the impulse response of the gammatone filters. In most audio processing tasks, it is set to $v(f) = 1.019ERB(f)$ where $ERB(f) = 24.7 + 0.108f$ is the equivalent rectangular bandwidth of the filter with the center frequency $f$. A range of values for $v$ has been tested i.e. $v(f) = (1.019 + c)ERB(f)$ where $c$ ranges from -0.5 to 0.5 with increment of 0.1. The obtained result indicates that the optimal separability is obtained by setting $c = 0$. As $c$ moves away from 0, the separability result progressively deteriorates. This confirms the validity of setting $v(f) = 1.019ERB(f)$ for the cochleagram.

Table V: Separation results using different TF representations

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>TF methods</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>jazz and male</td>
<td>spectrogram</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>log-frequency spectrogram</td>
<td>6.54</td>
</tr>
<tr>
<td></td>
<td>cochleagram</td>
<td>8.87</td>
</tr>
<tr>
<td>jazz and female</td>
<td>spectrogram</td>
<td>-1.41</td>
</tr>
<tr>
<td></td>
<td>log-frequency spectrogram</td>
<td>3.97</td>
</tr>
<tr>
<td></td>
<td>cochleagram</td>
<td>9.34</td>
</tr>
<tr>
<td>piano and male</td>
<td>spectrogram</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td>log-frequency spectrogram</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>cochleagram</td>
<td>7.16</td>
</tr>
<tr>
<td>piano and female</td>
<td>spectrogram</td>
<td>-1.01</td>
</tr>
<tr>
<td></td>
<td>log-frequency spectrogram</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>cochleagram</td>
<td>7.44</td>
</tr>
<tr>
<td>jazz and piano</td>
<td>spectrogram</td>
<td>-0.59</td>
</tr>
<tr>
<td></td>
<td>log-frequency spectrogram</td>
<td>1.21</td>
</tr>
</tbody>
</table>
Table V shows the comparison of our proposed algorithm based on the spectrogram, log-frequency spectrogram and cochleagram under various audio mixtures. The separation results for all mixture types based on the spectrogram gives an average SDR of 0.51dB while the log-frequency spectrogram an average SDR of 2.8dB. However, a significantly higher performance is attained by the cochleagram with an average SDR of 8dB. This leads to a substantial improvement gain of 7.5dB and 5.2dB, respectively. The major reason for the large discrepancy is due to the mixing ambiguity between $X_{1}$ and $X_{2}$ . The larger the mixing ambiguity between $X_{1}$ and $X_{2}$ , the more TF units will be ambiguous which subsequently decreases the probability of correct assignment of each unit to the sources and eventually results in poorer separation performance. To validate this, Fig. 4 shows the spectrogram of the original sources, the mixed signal, and the estimated sources using the proposed Quasi-EM IS-NMF2D algorithm. Both figures indicate that the STFT lacks provision for further low-level information of a TF unit and therefore, the resulting spectrogram fails to infer the dominating source. This leads to high degree of ambiguity in TF domain and causes lack of uniqueness in extracting the spectral-temporal features of the sources.

Fig. 4: Separation results in spectrogram.

Similar to above, Figs. 5 shows the separation results based on the log-frequency spectrogram. Comparing with spectrogram, the separation performance is better since log-frequency spectrogram has the propensity of non-uniform time frequency resolution. However, the transform operation used by the log-frequency spectrogram is still based on the Fourier Transform which may not be an optimal option. On the other hand, the results of separation in the cochleagram have led to significant SDR improvement. The cochleagram enables the mixed signal to be more separable and thus reduces the mixing ambiguity between $X_{1}$ and $X_{2}$ . This explains the average performance of separating mixture jazz music and female utterance is highest among all the mixtures because both sources have very distinguishable TF patterns in the cochleagram. This is evident in Fig. 6 which shows the separation results in the cochleagram. The plot clearly shows that the spectral energy of the two audio sources has been clustered at different frequencies in the cochleagram due to their different fundamental frequencies. These prominent features have been separated using our proposed Quasi-EM IS-NMF2D algorithm.

Fig. 5: Separation results in log-frequency spectrogram.

Fig. 6: Separation results in cochleagram.

The performance of source separation also depends on how accurate the spectral bases are estimated. Given the different types of TF representation, a question arises as to which set of estimated spectral bases have yielded better approximation to the respective original sources’ spectral bases. Fig. 7 shows the results of the original and the estimated spectral basis for the above mixture when the factorization is performed in the cochleagram. In Fig. 7, panels (A)-(B) refer to the original spectral bases of the jazz music and female utterance, respectively. Panels (C)-(D) refer to the estimated spectral bases. In comparison, we have also included similar factorization results of the same mixture in the spectrogram and log-frequency spectrogram. These are shown in Figs. 8 and 9, respectively. In sharp contrast with Fig. 7, it is noted that the estimated spectral bases in Figs. 8 and 9 are quite dissimilar to the original spectral bases. Thus, the construction of the
separating mask will inevitably introduce errors in assigning the TF units to the respective sources. Therefore, the recovered sources are very coarse with very low values of SDR in Table V.

Fig. 7: (A)-(B) Original spectral bases of jazz music and female utterance in the cochleagram. (C)-(D) The corresponding estimated spectral bases.

Fig. 8: (A)-(B) Original spectral bases of jazz music and female utterance in the spectrogram. (C)-(D) The corresponding estimated spectral bases.

Fig. 9: (A)-(B) Original spectral bases of jazz music and female utterance in the log-frequency spectrogram. (C)-(D) The corresponding estimated spectral bases.

C. Comparison between Different Cost Functions

In the following, experiments are conducted to evaluate the efficiency of the proposed algorithm under different cost functions. Here, we consider the Least Square (LS) distance and Kullback-Leibler (KL) divergence. Table VI shows the separation results in the cochleagram based on LS, KL and IS cost functions. In Table VI, it is noted that Quasi-EM IS-NMF2D algorithm outperforms those of LS distance and KL divergence with an average SDR of 3.1dB, and 1.8dB, respectively. This is evidenced by the fact that the IS divergence holds a desirable property of scale invariant so that low energy components can be precisely estimated and they bear the same relative importance as the high energy ones. On the contrary, factorizations obtained with LS distance and KL divergence tend to favor the high energy components at the expense of disregarding the low energy ones. In the cochleagram, the dynamic range of the mixture signal can be considerably large such that the dominating signal at a particular TF unit can manifest either as low or high energy components. In addition, these components tend to exist as clusters. As such, when either LS distance- or KL divergence is used, clusters with low energy tend to be ignored in favor of the high energy ones. This leads to mixing ambiguities especially for low energy ones in which case they are subsumed together leading to significant lost of spectral-temporal information of the sources. Fig. 10 shows how different cost functions have impacted the separation performance. It is clearly seen that the LS-NMF2D algorithm fails to determine the correct TF components of each source. Panels (A)-(B) show a considerable level of mixing ambiguities (red box marked area) which have not been accurately resolved by the LS-NMF2D algorithm. The KL-NMF2D exhibits better performance but ignores some low energy TF components in the red box marked area of (C). On the other hand, the proposed algorithm has successfully extracted the low energy components for both female speech and jazz music with high accuracy.

Table VI: Separation results with different cost functions

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Algorithms</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>jazz and male</td>
<td>LS-NMF2D</td>
<td>6.15</td>
</tr>
<tr>
<td></td>
<td>KL-NMF2D</td>
<td>7.24</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>8.87</td>
</tr>
<tr>
<td>jazz and female</td>
<td>LS-NMF2D</td>
<td>4.69</td>
</tr>
<tr>
<td></td>
<td>KL-NMF2D</td>
<td>7.35</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>9.34</td>
</tr>
<tr>
<td>piano and male</td>
<td>LS-NMF2D</td>
<td>5.11</td>
</tr>
<tr>
<td></td>
<td>KL-NMF2D</td>
<td>5.42</td>
</tr>
<tr>
<td></td>
<td>Quasi-EM IS-NMF2D</td>
<td>7.16</td>
</tr>
<tr>
<td>piano and female</td>
<td>LS-NMF2D</td>
<td>4.21</td>
</tr>
<tr>
<td></td>
<td>KL-NMF2D</td>
<td>5.38</td>
</tr>
</tbody>
</table>
It delivers a high SDR performance even the mixtures are corrupted with high power noise.

F. Comparing with Different USCSS Methods

We have compared recently proposed USCSS method EMD SCSS [35] which first decomposes the given signal into spectrally independent modes using EMD algorithm, and then, ICA is applied to extract statistically independent sources. All above single channel USSS methods will be tested across all types of mixture and compared in terms of SDR. The Table IX summarizes the comparison results. In comparison, the Quasi-EM IS-NMF2D with cochleagram leads to the best separation performance for all types of the mixture. The Method EMD SCSS also performs the relative acceptable results as compared with Quasi-EM IS-NMF2D. However, it is interesting to point out that the advantage of using Quasi-EM IS-NMF2D with cochleagram is that this method is less complex than the EMD SCSS and simultaneously it retains a higher level of the separation performance.

G. Separating More Than Two Sources

The proposed method can be extended to the case when \( i > 2 \) sources. If more than two sources mixed in a single channel, this requires specifying the number of sources to be separated. Since the method is unsupervised, the separability of the complex mixture depends highly on how accurate the spectral bases \( \mathbf{D}_f \) can be estimated from the TF mixture. Consequently, a set of distinguishable spectral basis of each source for a generic case is a necessary condition to achieve good separation performance. Thus, we adopt three different types of sources e.g. jazz, piano and trumpet to generate a complex mixture. The convolutive components in the proposed algorithm are selected as \( r = \{0,...,3\} \) and \( \phi = \{0,...,31\} \). Table X shows the overall separation results. It is seen that mixtures generated by all music sources have been recovered quite successfully. It is noted that the separation performance has deteriorated when the number of sources increases from two. Increased number of sources will mean that there exists more interference in separating every target source and hence results in higher probability of incurring an error. Comparing the results in the table, mixtures containing speech somehow results in slightly poorer performance than mixtures of music sources only. One reason is the seemingly more overlaps in the TF domain between the speech and music sources. It is observed from Fig. 6 that music pitches tend to jump discretely while speech pitches do not. Consequently, this leads to less efficiency in the estimation of the spectral basis \( \mathbf{D}_f \) from the mixture signal. In addition, we have tested the performance of the proposed method on recordings mixed with \( i > 3 \) sources. We have found that the proposed method works well for mixture of music sources that are characterized with distinguishable spectral basis. However, the performance shows degradation when separating mixture contains speech sources.

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Algorithms</th>
<th>SDR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table VII: Separation results with white noise
In this paper, a novel method to solve the single channel audio source separation has been proposed. In addition, two algorithms for nonnegative matrix two-dimensional factorization optimized using the Itakura-Saito divergence have been presented: Quasi-EM IS-NMF2D and MGD IS-NMF2D. Coupled with the theoretical support of signal separability in the TF domain, the separation system using the gammatone filterbank with these algorithms have shown to yield considerable success. The proposed method enjoys at least three significant advantages: Firstly, it avoids strong constraints of separating sources without training knowledge. Secondly, the cochleagram rendered by the gammatone filterbank has non-uniform TF resolution which enables the mixed signal to be more separable and thus improves the efficiency of source separation. Finally, the method holds a desirable property of scale invariant which enables low energy components in the cochleagram bear the same relative importance as the high energy ones. The proposed cochleagram-based IS-NMF2D method in particular using the Quasi-EM algorithm has yielded significant improvements in source separation when compared with other nonnegative matrix factorizations.
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