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Abstract

The Facility Layout Problem (FLP) concerns minimising total traffic cost between
facilities in a particular location under given conditions including facility size and
traffic between each pair of them. Because of its NP-completeness, many subop-
timal methods, which look for reasonably good solutions, have been suggested.
Although many papers exist which compare the performance of these methods
with each other, the work is limited in the following ways: benchmark tests were
done only on FLPs consisting of identical facilities; most of the algorithms being
compared relied on deterministic approaches.

Genetic Algorithms (GAs), which use a stochastic approach, have been used
with some success for a number of NP-complete problems, typically finding good
answers but not necessarily the best. However, a range of other approaches, from
traditional operations research to simulated annealing, are possible. Moreover, a
GA itself can be varied in many ways.

So, in this research project, not only the investigation of GA techniques but
also some comparison with other types of approaches are done on FLPs including
non-identical facilities. To provide a fair basis for comparison, fifteen FLPs are
drawn from recent published papers. For the representation of solutions to FLPs,
a method called Slicing Tree Structure (STS) is used. STSs can represent a wide
range of layouts and can be expressed by Polish expressions, which are suitable
for computation. Combining some GA techniques and STS usage, I investigated
six types of GAs.

By comparing the performance of GAs with other algorithms including sim-
ulated annealing and quasi-Newton methods, T confirmed that the performance
of GAs was generally better than that of other algorithms. From the comparison

of the performance of different GAs with each other, 1 found that population



seeding via clustering methods clearly improved the GA performance on FLPs
consisting of many facilities. Regarding the investigation of GA parameters, |
observed results in FLPs consistent with other GA studies in fields different from
FLPs. In addition, I produced a benchmark record of many types of GAs, which

may be a good reference for future research.
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Chapter 1

Introduction

1.1 Facility Layout Problems

The facility layout problem (FLP) concerns minimising total traffic cost between
facilities in a particular location under given conditions including facility size
and traffic between each pair of facilities. For example, FL.LPs can be applied to
manufacturing machines in a factory [Sou93], to people traffic in a office [Ste87],

and so on.

The FLP can be regarded as a problem to find the layout minimising the
following function value F' [KH87].

F = ZZ(traffic)ij X (distance)f(i)f(j)

M M

=1 7=1

where  (traffic);; = the traffic between facilities ¢ and j
(distance)r; = the distance between locations of k and [
(@) = the location of facility 7
M = the number of facilities.

When all facilities require the same area, we call it an identical FLLP. When this
is not the case, we will call it a non-identical FLLP. Owing to its NP-completeness
[SGT76], it is impractical to search for optimal solutions. Therefore, to look for
reasonably good solutions, many suboptimal methods such as CRAFT [BAV64]
and MAT [EGH70] have been suggested.

1



CHAPTER 1. INTRODUCTION 2

In order to compare the performance of these methods with each other, some
benchmark tests have been done by [NVR68], [KH87], [YP93] and so on. But the

work is limited in the following ways:

e The benchmarks were done only on FLPs consisting of identical facilities.

e Most of the algorithms to be compared relied on deterministic approaches.

Since non-identical FL.Ps may often appear in real situations, the comparison in
previous work may lack a practical point of view. And, because the deterministic
approaches such as the hill-climbing method may only reach one of many local
minima, the final solution might not be sufficiently good. As [GG89] mentioned,
some stochastic approaches such as Genetic Algorithms (GAs) and Simulated An-
nealing (SA) may be generally better at NP-complete problems including FLPs.

1.2 Genetic Algorithms

The GA is a problem solving technique hinted at by the evolution theory of living
creatures [Whi93]. In GAs, chromosomes, linear encodings of a problem’s possible
solution, are selected; operations such as crossover and mutation are applied; and
they survive in higher probability if they are regarded as better ones.

GAs have been used to find good solutions to various NP-complete problems
such as time-tabling problems [RCF94] and cable routing problems [KS94]; and
have shown good performance in many applications. Actually some papers such
as [CHMRO1] and [Tam92a] suggested GA’s superiority in FLPs. So, GAs may
be a promising approach to FLPs.

Nevertheless, the GA’s superiority on FLPs has not been clearly evaluated
because the previous work only showed some good performance in a particular
problem. That is, there has been no paper which compared GAs with other algo-
rithms including stochastic approaches on various non-identical FI1.Ps. Moreover,
the effects of GA parameters such as crossover rates and mutation rates have
not been sufficiently investigated for FLPs. Because GA performance usually
depends on the GA parameters as mentioned in [Gol89] and [Dav91], the effects

of many types of GA parameters are worth investigating.
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1.3 Contribution of My Thesis

Accordingly, as my research work, I first established fifteen standard non-identical

FLPs. Then, using the standard FLPs;

o [ compared performance of GAs with other algorithms as well as with each

other, and
o [ investigated the effects of some GA parameters on FLPs.

Because the FLPs were picked up from previous papers where algorithms other
than GAs were used, I believe the FL.Ps supply a fair basis for comparison.

To solve non-identical FLPs, the layout representation is generally important,
since it influences the range of layouts which can be expressed. From many
prospective representation methods, I chose the Slicing Tree Structure (STS)
[Ott82] because STSs can represent wider range of layouts than other methods
such as the cell assignment method in [BAV64] and the flexible bay structure
method in [ST93]. Also, because STSs can be expressed by Polish expressions,
STSs may be suitable for computation.

Among six types of GAs I implemented (Cea, Tam, DK, Tam2, DK2 and Kad
algorithms), there are two duplicates of previous work ([CHMR91] and [Tam92a]),
which used different chromosome representations from each other. While one of
the two conventional GAs (the Cea algorithm) directly used Polish expression
for the chromosome representation, the other (the Tam algorithm) used reduced
Polish expression, which only contains the operators of the corresponding ordi-
nary Polish expression. In order to use reduced Polish expression, the Tam algo-
rithm limited the search space where the solutions were looked for by a clustering
method. As regards the four other GAs (DK, Tam2, DK2, Kad), they can be
regarded as modified versions of the Tam algorithm. That is, they used another
clustering method (DK, DK2, Kad) and/or another chromosome representation
to remove the search space limitation (Tam2, DK2, Kad).

By comparing the performance of GAs with other algorithms including sim-
ulated annealing and quasi-Newton methods, T confirmed that the performance

of GAs was generally better than that of other algorithms. In particular, this
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superiority was significant in Tam2, DK2 and Kad algorithms using Genitor re-
production [Whi89] with producing twin children.

From the comparison of the performance of GAs with each other, I found
that limiting initial search space by some reasonable clustering methods clearly
improved the GA performance in FLPs consisting of many facilities. However,
I also found that limiting search space during the search like the Tam and DK
algorithms often caused premature convergence leading to poor solutions.

Regarding the investigation of GA parameters, | observed results in FLPs
consistent with other GA studies in fields different from FLPs. For instance,
it was confirmed that GAs with large population size got better solutions de-
spite slow convergence speed, and that Genitor reproduction, especially when
crossover produced two complementary children showed better performance than
generation-based reproduction in general.

My thesis consists of seven chapters including this chapter. In Chapter 2,
FLPs and GAs are reviewed and my research interests are mentioned. In Chap-
ter 3, non-identical FL.Ps are surveyed and fifteen standard problems are specified.
The implementation details of STSs and (GAs are described in Chapters 4 and 5,
respectively. Chapter 6 shows experiments and results. Finally in Chapter 7, the

conclusions of my work and some suggestions for future work are given.



Chapter 2

A Review of FLPs and GAs

2.1 A Review of Facility Layout Problems

2.1.1 What is the Layout Problem?

Many sorts of layout problems can be mentioned. For example, bin-packing
problems such as [Smi85] and [Fal94] try to maximise the number of packets in
a storage; VLSI chip layout problems like [LGW92] and [SR91] aim to minimise
the area occupied by chips. In these problems, there are usually some domain
specific constraints to be considered. Further examples include the clampability,
stability, etc. of stacked loads in pallet loading problems (e.g. [CD85], [SDC80]);
each chip’s input and output connecting points in VLSI layout problems; and
the trim loss in cutting rectangular materials from a large sheet in cutting stock
problems (e.g. [Agr93], [Rei93], [YZHI1]).

In particular, facility layout problems (FLPs) may be one of the largest fields.
This is because there is usually a problem to minimise total traffic cost between
facilities in a building. For example, FLP can be applied to manufacturing ma-
chines in a factory [Sou93], to people traffic in a office [Ste87], and to backboard
wiring on an electrical board [Ste61]. In FLPs, under given facility conditions
including facility size and traffic between each pair of them, the problem is to

minimise the traffic cost.
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2.1.2 FLP formulation and NP completeness

Though some other models have been suggested later as shown in [KH87], the
quadratic assignment problem described in [KB57] may be regarded as the basic
representation of FLPs. In the model, placing M facilities into M locations was
represented as a problem to find the layout minimising the following function
value F'.
M M
F = z;z;(traffic)ij X (distance) i) s(;) (2.1)
i=1j=
where (traffic);; = the traffic between facilities ¢ and j

(distance)y; = the distance between locations of k and [

f(z) = the location of facility i.

As for distance measurement method, most FLPs use one of two methods
below. The first one is called rectangular or Manhattan method, which is the
sum of the vertical and horizontal distances between the locations. For instance, if
facility No.1 is at (3.0, 8.0) and if facility No.2 is at (7.0, 5.0), then the rectangular
distance is 7.0 (because | 3.0 — 7.0 | + | 8.0 — 5.0 |= 4.0 + 3.0 = 7.0). This
method may be useful for building layouts where all the rooms are rectangular
and corridors are situated along the walls of the rooms. The second one is called
straight or Fuclidean method, which calculates the geometric distance. In the
above example, the straight distance is 5.0 (because\/(?).() —7.0)2+ (8.0 —-5.0)% =
5.0). This method may be suitable for wiring problems, etc. In both of the above

methods, the distance is usually measured from the centre of gravity of a location.

Because there are M! ways of putting M facilities into M locations, the above
function can take M! different values at most. Accordingly, in order to get the
best layout (i.e. the least F' value), all the M! patterns should be estimated.
Nevertheless, since M! grows extremely large if M goes large, it is impossible to
search for all patterns in polynomial time. That is, the FLP consisting of many

facilities is a NP-complete problem [SG76].
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Table 2.1. A classification of FLP solution method

optimal method looking for the best layout
(How to prune the redundant alternative is important.)
[Lan63], [GP66]

suboptimal method looking for reasonably good layouts

— constructive approach | putting one facility to another
(Usually facilities having heavier load are

considered prior to lighter ones.) [EGH70], [Neg74]

— improving approach from a random layout, exchanging some selected
facilities (Selection strategy is important.)

[BAV64], [HC66], [NVR6S)]

— hybrid approach a combination of constructive and improving approach
[BS78], [BK83], [SV85]
— graphical approach analytical approach (a sort of constructive approach)

[Fou83], [Leu92]

2.1.3 Optimal and Suboptimal Algorithms

To tackle the FLP, many methods have been suggested. As shown in Table 2.1,
the methods can be classified into two groups: optimal methods and suboptimal
methods. Optimal methods search for the best answer by some heuristics like
branch and bound in [Lan63] or [GP66], whereas suboptimal methods look for
reasonably good solutions by various strategies. However, owing to the NP-
completeness, the approaches for optimal solution may be impractical especially
when the number of facilities is big. [HK72]

According to [KH87], the suboptimal methods can be categorised into four
approaches as shown in Table 2.1. Some algorithms like MAT in [EGH70] and
LPA in [Neg74] are called constructive or additive approaches, since they make
physical layouts by adding one facility to another. In these approaches, deciding
the order of putting facilities is generally important. For example, LPA first puts
a pair of facilities, which have the highest traffic; then, put another facility, which
have the highest traffic with the facilities already located, as close as possible to

them; and so on. MAT initially sorts each pair of facilities in order of traffic
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quantity; then, put each pair into appropriate vacant spaces in the order.

Improving approaches such as CRAFT in [BAV64] and HC63-66 in [HC66]
repeatedly exchange the places of some facilities in order to get better layouts.
This repetition starts from an initial layout generated at random until either a
reasonably good solution is obtained or a certain allowed time passes. In these
approaches, the selection strategy for exchanging facilities is critical. For instance,
while CRAFT has no limitation for choosing facilities to be exchanged, HC63-66
restricted exchanging facilities to reduce calculation time. Also, some algorithms
like Biased Sampling Method in [NVR68] select facilities stochastically to save
time.

Hybrid approaches can be said to have the merits of both approaches above.
That is, starting from a layout created by a constructive algorithm, the layout is
modified by some improving algorithms. For example, [BS78] creates an initial
layout by branch and bound method under time limits; then, improves it by
exchanging two or three facilities at one time.

In contrast, graphical approaches such as [Fou83] and [Leu92] have a rather
different point of view. These analytical approaches put importance on the adja-
cency of facilities, since the definition of (distance);; of Formula (2.1) is generally

changed as follows.

0 if facilities ¢ and j are adjacent

1 otherwise

(distance);; = {

In these approaches, each facility and each adjacency of two facilities are repre-
sented by a node and an arc, respectively. Therefore, a feasible layout must be a
planar graph, which can be drawn on a plane without any intersections of lines.
Thus, as [KH87] suggested, these approaches may be regarded as sorts of addi-
tive approaches because they construct a larger graph by adding a new node to
a planar graph so that the new graph can be still planar and that its traffic cost
can be as small as possible. However, according to [Fou83], these approaches may
be able to solve FLPs with at most fifteen facilities in reasonable computation

time.
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9 12 4 7

Figure 2.1. Cell assignment representation for an identical FLP

2.1.4 Problems Variation

Other than the algorithms classification above, FL.Ps research can be categorised

from many aspects. Here, some of them will be introduced.

Identical /Non-identical Facilities and Layout Representations
Although many FLPs consist of facilities of the same shape (identical facilities),
some FLPs include the facilities of different shapes (non-identical facilities).

In the former case, the cell assignment method shown in Figure 2.1, where a
certain area is first divided into identical cells and each facility is assigned to one
of the cells, may be reasonable to represent physical layouts. But, in the latter
case, this method is not always suitable. For instance, [BAV64]’s method enables
one facility to be assigned to more than one cell as shown in Figure 2.2. However,
because this method often creates facility regions having strange shapes, it may be
unsuitable for practical use. Besides, [SLMK92] considered the possibility of using
conventional cell assignment representation, even if the facilities contain non-
identical ones; nevertheless, this method usually generates useless gaps between
facilities. Hence, many other layout representation methods have been reported
as alternative approaches for non-identical FL.Ps. Here, multi-row representation
[SLMK92]|, flexible bay structure [ST93] and slicing tree structure (STS) [Ott82]
can be mentioned.

In the multi-row representation, each facility is first assigned to a certain
grid position; then, the facilities are pushed toward a certain corner as shown

in Figure 2.3. In the flexible bay structure, a particular room, to which all the
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Figure 2.2. Cell assignment representation for a non-identical FLP

facilities are assigned, is first divided into some bays; then, each bay is separated
into cells as shown in Figure 2.4. Since the lines separating cells and/or bays can
flexibly move inside the room, each cell is able to have the required area.

In the STS, a layout is represented by a binary tree, where each terminal
node corresponds to a facility and each non-terminal node indicates the relative
position of facilities. For instance, the layout shown in Figure 2.5(a) can be
represented by the tree shown in Figure 2.5(b). Here, the numbers in the terminal
nodes express the facility’s index and the letters in the non-terminal nodes express

the relation of each substructure, where the relation is one of the following four:

U = “The substructure given by the second arqument is just above
the substructure given by the first arqument.”

B = “The substructure given by the second arqument is just beneath
the substructure given by the first arqument.”

L = “The substructure given by the second arqgument is just left of
the substructure given by the first arqument.”

R = “The substructure given by the second arqument is just right of

the substructure given by the first arqument.”
Also, an STS can be expressed by a Polish expression, where terminal nodes

and non-terminal nodes are considered as operands and operators, respectively.
So, the layout in Figure 2.5(a) can be represented by the Polish expression
43R62USR1LB.

To decode a Polish expression, we may assume a stack machine which works

based on the procedure shown in Table 2.2. For example, a Polish expression
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Figure 2.3. Multi-row representation
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Figure 2.4. Flexible bay structure
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@ (b) B

Polish expression = 43R62U5R1LB

Figure 2.5. Slicing tree structure (STS)
43R12UL will be decoded as shown in Figure 2.6.

Layout Constraints Regarding the shape of facilities, some layout constraints
have been taken into account. Here, aspect ratio, dead-space ratio, and prespec-
ified area will be introduced.

Aspect ratio of the assigned area, which is the ratio of its vertical length to
its horizontal length, may be important for FLLPs. This is because if a facility
requiring 20m? is assigned to the area of 0.1m x 200m, the facility area may
be useless. Therefore, many FLPs set a certain limitation for each facility’s
aspect ratio (e.g. [CHMRO1], [Tam92a], [Tam92b]). Of course, the more rigid
the limitations are, the more difficult the problem will be [KJK91].

Dead-space ratio for a facility was suggested by [Tam92a] and [Tam92b]. Tt is
calculated by the following formula.

AS
dead- tio) = 1— —
(dead-space ratio) 7g

where

AS = assigned space

RS = minimum rectangular space including the assigned space
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Table 2.2. A decoding procedure for a Polish expression

step 1:  Read each symbol in the Polish expression from left to right.
step 2: If an operand appears, push it in the stack.
step 3: If an operator appears, pop two items from the stack, create
a binary tree by putting the operator as its root and by using
two items as its terminals, and push the tree in the stack.
step 4:  Until all the symbols in the Polish expression are read,
repeat steps 2 and 3.
step 5b:  Pop the final result from the stack.
The decoding process of 43R12UL
3 1
Stack 4 4 AN AN
4 3 4 3
Reading 4 —m = 3 —>= R —= 1 —
Symbol
2
U
1 /N
1 2
/L\
Stack /R\ /R\ /R /U
4 3 4 3 43 12
Reading = 2 > U = L
Symbol

Figure 2.6. An example of decoding process of a Polish expression
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[

E = prespecified areas

Figure 2.7. A layout in an FLP with prespecified areas

That is, if the assigned area is rectangular, the value will be 0; and if the area
is not rectangular (e.g. L-shape), the ratio will be between 0 and 1. Therefore,
if a particular facility can be fitted in a non-rectangular area, the possible range
of dead-space ratio for the facility will be wide. So, this limitation may be also
useful to specify the constraints of each facility.

In contrast, Prespecified areas mentioned by [Tam92a] and [Tam92b] concern
the constraints of the room, where facilities will be put, rather than those of the
facilities. Because the room may have some reserved space for utilities, pillars
and so on, such space should be excluded from locating facilities. For example,
Figure 2.7 shows a layout corresponding to the STS shown in Figure 2.5(b) in an
FLP with prespecified areas.

Layout Dimensions Although most FLPs address two dimensional layout
problems, some of them introduced other dimensions as well. SPACECRAFT
in [Joh82] and [LLM81] showed three dimensional layout problems for allocating
departments into a multi-storey building. While SPACECRAFT took an im-
proving approach by adapting CRAFT in [BAV64] to three dimensional FLPs,
[LM81] put importance on the constructive approach by using the probabilistic
idea of [GWT70] which takes account both of immediate cost and of future cost.
The immediate cost means the actual traffic cost caused by putting a particular
facility into a location, and the future cost concerns probabilistic cost due to the

restrictions caused by putting the facility to the place.
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In contrast, [MV91] showed an example of facility layout problems where
facilities should follow both sides of one road; and [KB87] mentioned a case of
VLSI chip layout problems where facilities should follow some rows.

Thus, other dimensional problems than two dimensions may be important
for practical use and it may need some different ideas to solve the problems.
For example, [Joh82] mentioned that the traffic cost calculation in multi-storey
building problems usually takes much time. This is because alternative routes
are frequently found concerning the location of lifts, etc., when some facilities
are swapped over in the stage of layout improvement. However, the basic ideas
may be common for those problems; accordingly, I think the investigation of two

dimensional FLLPs may be relevant to other dimensional FLPs.

Other Variations [Ros79] and [DS82] introduced FLPs with multi-goals. Though
ordinary FLP only takes traffic cost into account, they considered FLPs in which
the adjacency of particular pairs of facilities was of extra importance. Suggesting
the following formula, [DS82] mentioned that suitable layouts should be decided
with the consideration of the balance of factors (e.g. Wi and Wj).

Minimise: C = W; x F — W,y x R

subject to
F = conventional traffic cost (See Formula (2.1))
M M
R = Y > (closeness);; x (adjacency);;

=1 5=1

Wi, W, = weights for I and R where W, + W, =1
M = the number of facilities
(closeness);; = the degree of importance of the adjacency
of facilities 2 and j.

(adjacency);; = {

1 when facilities 7 and j are adjacent

0 otherwise

For example, ' can be made smaller by making R larger and R can be made
large by ensuring that facilities which ought to be close are adjacent.

[Ros86], [MV91], [Urb92], etc. regarded FLPs as a dynamic problem rather
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than a static problem. For example, [Ros86] gave a formulation of dynamic FLPs

as follows because traffic may change over time.

T
Minimise: Ly = E Ciorp + 7Z)

subject to
L, = total costs for all periods up to ¢
Cs+ = rearrangement costs for layout used in period s
to that used in period ¢
Z; = conventional traffic costs for layout used in period ¢

Some research put importance on the user interface. [RR91] used fuzzy logic to
represent the traffic cost matrix table. This may be helpful to establish the table,
when interviews are conducted with domain experts who may only have uncertain
knowledge of the traffic quantity between each pair of facilities. [BMMK92]
mentioned a system which can propose alternative layouts based on the feedback
of users.

In conclusion, these variations formulated new types of FLPs and/or ad-
dressed a new aspect of FLPs. So, they may be useful when particular practical

problems are solved.

2.1.5 Recent Research

So far, some survey researches for FLPs have been reported. [NVR68] suggested
eight standard problems, which have been used by many researchers for bench
mark tests, and compared four suboptimal algorithms. Similarly, [KH87] and
[YP93] used the eight standard problems and compared twelve and ten algo-
rithms, respectively. However, they might be still insufficient because of the
following two points.

First, most of the algorithms compared in the papers relied on deterministic
approaches. Because deterministic approaches such as hill-climbing methods may
only reach one of many local minima, the final solution might not be sufficiently

good. As some recent researches in Table 2.3 suggested, stochastic approaches
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such as simulated annealing (SA) [Egl90] and genetic algorithms (GAs) could be
used to obtain better solutions. Because these stochastic approaches search for
wider alternatives by considering even worse solutions, they may reach better so-
lutions efficiently. Unfortunately, most of the researches in Table 2.3 only stated
that their own methods showed better solutions in a particular problem. There-
fore, it is still unclear which algorithm in Table 2.2 shows the best performance.
That is, a survey could be done including the new algorithms.

Second, the above survey papers did not use non-identical FLPs for their
benchmarks. Because non-identical FLLPs may often appear in practical situa-
tions, the comparison of the algorithms for non-identical FLPs is probably valu-
able. On the other hand, the researches in Table 2.3 solved non-identical FLPs
using some unique layout representation techniques. For instance, [CHMRI1]
etc. used the slicing tree structures (STSs) (Figure 2.5); [Sou93] etc. used the
multi-row representations (Figure 2.3); and [ST93] used the flexible bay struc-
ture (Figure 2.4). [VCCV91] and [TL91] suggested a representation method which
may be called circle-to-rectangle. For example, in the method of [TL.91], each fa-
cility’s shape is first considered as a circle whose area is equal to its required area;
then, the circles are assigned to suitable places with a quasi-Newton procedure
by assuming an attractive force proportional to the traffic between facilities and
a repulsive force preventing facilities to overlap; then, the circles are converted
to rectangles so that they can not intersect each other, that they can retain their
areas the same, and that they can keep their position as much as possible.

In conclusion, in spite of the fact that the new algorithms in Table 2.3 are
hopeful due to their stochastic approaches, they have not yet been carefully
compared. Hence, it will be useful if these new algorithms are compared on
the same problems including non-identical facilities and if their performance are

compared with other sorts of approaches.
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Table 2.3. Algorithms for FL.LPs with non-identical shapes

‘ from ‘ category ‘ layout representation ‘
[CHMROI1] | genetic algorithm slicing tree structure
[Tam92a] | genetic algorithm slicing tree structure
[ST93] genetic algorithm flexible bay structure
[WL86] simulated annealing | slicing tree structure
[KJKO91] simulated annealing | slicing tree structure
[Tam92b] | simulated annealing | slicing tree structure
[Sou93| simulated annealing | multi-rows representation
[KB&7] simulated evolution | multi-rows representation
[VCCVI1] | quasi-Newton circle-to-rectangle
[T1.91] quasi-Newton circle-to-rectangle

2.2 A Review of Genetic Algorithms

2.2.1 What is a Genetic Algorithm?

Genetic algorithms (GAs) are a problem solving technique hinted at by liv-
ing creatures’ evolution [Whi93]. In GAs, chromosomes, linear encodings of a
problem’s possible solution, are selected from a population; operations such as
crossovers and mutations are applied; and they survive in higher probability if
they are regarded as better ones. That is, a GA’s mechanism is similar to nature’s
one in which superior individuals can produce more descendants in the future.
A typical flow diagram of a GA which is called generation-based reproduction
method is shown in Table 2.4.

In order to use GAs for solving a problem, important points are: representa-
tion of the chromosomes; design of crossover and mutation operators; and fitness
functions [Whi93] [Gol89].

For instance, suppose that we are trying to use GA for finding minimum z
value where z = ;L'% —|—.TL‘% —I—x:%—l— —|—:L',2C and z;(1 < < k) is a real number. At that
time, we may define: the representation of chromosome is x;-X3-Xg=- - -=X;
the crossover of two parents Pa and Pb, represented by aj-as-az-----a, and
b;-bs-bs-- - --byg respectively, produce a child C, represented by ¢;-¢a-c3-- - -—cx

where ¢; is either a; or b;; the mutation changes the child to dy-dy-ds-----dg
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Table 2.4. A flow diagram of GA (generation-based reproduction)

step 1:  set up initial chromosomes at random

step 2:  select two chromosomes

step 3: crossover them to produce a child

step 4: mutate the child

step 5: repeat steps 2 to 4 until the number of children becomes
equal to that of parent’s generation.

step 6: replace the parent’s generation with the children and
regard i1t as new generation.

step 7: repeat steps 2 to 6 until either all the chromosomes
are same (i.e. converged) or a best solution already known
has appeared, or enough time has passed.

where d; is ¢; + €; and ¢; is a random number. Also, we can use 1/(z + 1) as the
fitness function because smaller z makes the fitness function’s value bigger and

because the function’s value is still valid if z becomes 0.

2.2.2 GA parameters and performance

In GAs, there are many kinds of parameters, which influence the GA’s behaviour.

Here, some important GA parameters and their influences will be briefly reviewed.

Crossover and Mutation Crossover usually takes two parents and can pro-
duce one, two or more children. In actual GAs, the allele of either parent is simply
copied into the corresponding place of the child’s chromosome. There are some
variations e.g. one-point crossover, two-point crossover and uniform crossover.
One-point crossover first specifies a split point on a chromosome at random; then
copies the alleles between the head and the splitting point of one parent and those
between the splitting point and the tail of the other parent. Two-point crossover
initially chooses two splitting points; then duplicates the alleles between the split-
ting points of one parent, and the other alleles from the other parent. Uniform
crossover randomly picks each allele from either of the two parents. For example,
if two parents 1-2-3-4 and 5-6-7-8 are selected, a child 1-2-7-8 may be created

by one-point crossover, 5-2-3-8 may be produced by two-point crossover, and
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uniform crossover may generate 1-6-3-8.

In contrast, mutation may happen to one selected allele; or probabilistically
to every allele. For instance, a chromosome 1-2-3-4 may be changed to 1-2-5-4.

At the steps 3 and 4 of Table 2.4, crossover rate and mutation rate are
applied. For example, if crossover rate is 0.6 and mutation rate is 0.01, crossover
will happen with 60% probability and mutation will occur on each allele with 1%
probability. So, if the chromosome consists of L alleles, a chromosome’s changing
probability by the mutation is 1 — (1 — M)¥ &~ LM where M is the mutation rate
and M can be assumed to be much smaller than 1/L. [Gol89]

Population Size The number of chromosomes is often called population size,
and it may also influence the GA. As mentioned in [Gol89], a GA of large pop-
ulation size may have better solutions ultimately because of large number of
chromosomes may include good schemata in some chromosome. On the other
hand, GAs with smaller population can change rapidly; therefore, it may show
better performance in the early stages rather than those with a larger population.

In parallel GAs, where there are separately evolving populations which occa-

sionally exchange a chromosome, the number of populations may be an influential

factor. [CHMRYI]

Selection Methods Among various kinds of selection methods, rank and two
types of tournament selection methods will be introduced here.

Rank method [Bak85] first sorts all the chromosomes in order of fitness values;
then, the probability of selecting a particular chromosome is proportional to the
inverse for the order rather than the fitness itself. For instance, if there are four
chromosomes whose fitness values are 1, 5, 7, 3; then the rank ordering is 4th,
2nd, 1st, 3rd and the probabilities of selection are 11—0, %, %, 12—0.

In contrast, tournament selection [Bri8l] is as follows. First, a particular
number S is decided as the size of tournament. Second, S chromosomes are
uniformly chosen from all the chromosomes. Finally, the best one among the
S chromosomes is selected as a parent. Of course, two parents are required in
normal GAs; therefore, the above process is usually done 2N times, where N is

the population size. In the tournament selection, the same chromosome may be
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chosen more than once [Whi93].

However, the tournament selection with large S causes a strong pressure to
choose very fit chromosomes. And, this leads premature convergence of chromo-
somes which usually produce only poor solutions. To explain it, let us consider
the probabilities of being chosen as a parent for the five chromosomes: the best
one in the generation; the 75th percentile; the median; the 25th percentile; and
the worst one. In tournament selection, each candidate for parents has to win
against (S —1) competitors in a group to become a parent. Because the probabil-
ities of meeting a weaker chromosome for the five chromosomes are 100%, 75%,
50%, 25% and 0%; the probabilities of becoming a parent by winning against
(S — 1) competitors for the five are 1, (0.75)°~!,(0.5)5=1,(0.25)°~" and 0. Thus,
if S = 2, they are 1, 0.75, 0.5, 0.25, and 0; and if S = 5, they are 1, 0.32, 0.06,
0.004 and 0. Hence, we can see that very fit chromosomes will be frequently
chosen as parents in large 5.

Modified tournament selection method may be useful in some cases to cope
with this defect [RH95]. In this method, a chromosome is first chosen as the first
candidate at random; secondly, the chromosome is compared with at most (S —1)
chromosomes randomly chosen; if a better chromosome than the first candidate is
found from the (S — 1) chromosomes, then the better one is selected as a parent
immediately; however, if all the (S — 1) chromosomes are worse than the first
candidate, then the first one is selected as the parent. Therefore, other candidates
than the first one can become the parent only by beating the first candidate.
Hence, the strong pressure to choose very fit chromosome observed in tournament

selection should become weaker in this modified tournament selection.

Reproduction Methods There are some variations of reproduction methods.
That is, the flow diagram of Table 2.4 may be changed.

For instance, in Genitor method [Whi89], which is sometimes known as steady
state reproduction [Dav9l], steps 5 and 6 of Table 2.4 are replaced with step 5’

below.
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step ;' replace the worst chromosome in parent’s generation
with the child if the child is better than the

worst one.

Genitor method can be considered as one of the (u 4+ A) evolution strategy
[BHS91], in which X offspring are produced from p parents and the best u chro-
mosomes of (g + A) are retained. Because the best chromosomes are always
retained in this strategy, the population may converge gradually without drastic
drifts. On the other hand, the generation-based GA is regarded as one of the
(g, A) evolution strategy, in which A offspring are produced from g parents and
the best p chromosomes of A are retained. Because the best chromosomes may
be lost in this strategy, the population may dramatically drift in search space for
solutions. Therefore, all the chromosomes in Genitor may converge (become the
same) quicker than those in the generation-based GA [Dav91]; but Genitor may
produce only poor solutions due to premature convergence [Whi93].

It is also possible for the reproduction step to produce more children rather
than one. For example, twin children which have complementary alleles of parents
may be produced at the crossover stage. And in some GAs (e.g. [YP93] and
GIGA in [Cul92]), reproduction produces many children and only the best few
of those are then kept.

On-line, Off-line and Best Individual Performance According to [Bak85],
there are three types of criteria to evaluate the GA performance. They are: the
on-line performance, the average of all results that have appeared; the off-line
performance, the average of best results of each generation; and the best individual
performance, the best result that has appeared. In other words, they can be

shown in the following formulae.

T
Z fitness),,
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M=
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(on_line); = on-line performance at time ¢
(off-line); = off-line performance at time ¢
best_individual); = best individual performance at time ¢
p

(i.e. the best score up to time t)
(fitness),; = the fitness value of the i-th chromosome at time ¢

N = population size

While the off-line and the best individual performances only take account
of the best chromosome in each generation, the on-line performance reflects the
performance of chromosomes other than the best one as well. Therefore, the GAs
showing good on-line performance may not produce remarkable chromosomes.

Between the off-line and the best individual performances, the off-line one can
take the convergence speed into account unlike the best individual performance.
For example, if two algorithms A and B show the best individual performance
as shown in Fig 2.8, the off-line performance of algorithm A is better than that
of B at time T'1, though the best individual performance of both algorithms
are same. But, at time 72, the off-line performance of algorithm A is still better
than that of B, although its best individual performance is worse. That is, off-line
performance is generally influenced by the past records.

However, because the quality of the best solution may be important in prac-
tical applications, the best individual performance may be more useful than the
other performance measures. Hence, the best individual performance is used in
this thesis.

Genetic Programming As a similar paradigm of GAs, Genetic Programming
(GP) can be mentioned. As [Ko0z92] introduced, GP mainly concerns producing
the fittest computer programs. However, GP can be regarded as an extension of
GAs because the solutions appeared in GP do not have to be fixed-length unlike
GAs. So, various technique for GP may be also useful for GAs.

Moreover, GP usually uses a tree structure consisting of operators and operands,
which represents programs, as the representation of solutions. Therefore, facility

layout representations such as Slicing Tree Structure might be enhanced by using
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fitness of

the best individual agorithm B

agorithm A

time

T1 T2

Figure 2.8. A sample of two algorithms’ performance

GP related ideas.

2.2.3 GA Applications

As [GG89] mentioned, GAs may be effective approaches for NP-complete prob-
lems as ones of stochastic approaches. For example, [FRC93] and [RCF94] intro-
duced GA’s efficiency on job-shop scheduling problems and time tabling prob-
lems, respectively. Similarly, various layout problems and FLPs are solved by

GAs. Here, I will review some of them.

Layout Problems with GAs Regarding layout-related research, [KS94] tack-
led cable routing problems with a GA. In the GA, a chromosome consists of the
index of each cable’s routing alternatives. For example, if there are three cables
to be routed, a chromosome will have three alleles. And, if a chromosome is
2-3-2; the first cable will be routed by the second possible way for the cable,
the second cable will be routed by the third possible way for the cable, and the
third cable will be routed by the second possible way for the cable. Although

[KS94] did not report any details how each cable’s alternative ways are produced,
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it suggested the GA worked well.

Whereas [KS94] was able to use traditional crossovers and mutations, [Smi85]
had to use a modified crossover to cope with his chromosome encoding in a bin-
packing problem. In his research a chromosome represents a list of packing order
of objects. For instance, if a chromosome is 4-1-3-2; then it represents that
object No.4 will be first packed, object No.1 will be second packed, and so on.
Therefore, ordinary crossovers may produce nonsense children. For example,if
4-1-3-2 and 1-2-3-4 are one-point crossed over, and if a splitting point is set
between the second and third genes; then, it may produce twin children 4-1-3-4
and 1-2-3-2, which do not represent solutions of this problem. In order to tackle
this problem, he used a modified crossover which keeps the genes before splitting
point of the first parent and applies the order in the second parent for the rest of
objects. So, in the above example, 4-1-2-3 and 1-2-4-3 may be created instead.

Furthermore, [Fal94] took account of the redundancy of the representation of
chromosomes. For example, in the encoding of [Smi85], 1-2-3-4 and 4-3-2-1
may be different solutions. Nevertheless, if objects 1 and 2 fill a bin and if
objects 3 and 4 fill another bin, these two chromosomes virtually represent the
same solution. Because higher redundancy makes the GA’s search space larger
and the GA’s power weaker, he suggested another encoding method to reduce the
redundancy. Although it might be highly dependent on the problem’s domain,
we may be able to see the fact that chromosome’s representation and design of

crossovers and mutations will much influence GA performance.

FLPs with GAs As regards FLPs, various kinds of chromosome representa-
tions and crossovers and mutations have been also suggested.

[CP8T7] introduced an original crossover method for the cell assignment repre-
sentation. For example, in a 3 x 3 FLLP, a chromosome 1-2-3-5-6-7-4-8-9 may
represent a layout shown in Figure 2.9. Since the conventional crossover tends
to favour shorter schemata more [Whi93], the relation of facilities No.5 and No.6
may be kept in higher probability than that of No.2 and No.6, in this example.
However, in FLPs, other dimensional adjacency (i.e. vertical adjacency in this
example) may be as important as the encoding dimension’s adjacency (i.e. hor-

izontal adjacency in this example). [CP87] introduced a special crossover which
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1 2 3
5 6 7
4 8 9

chromosome = 1-2-3-5-6-7-4-8-9

Figure 2.9. An example of cell assignment representation

can take into account such two dimensional adjacencies.

[ST93] used flexible bay structure representation to tackle non-identical FLPs.
In the representation, a physical layout is represented by two chromosomes. The
first chromosome specifies the order of putting facilities into cells, and the second
one specifies how many cells are included in each bay (row). For instance, if
the first chromosome is 3-4-5-2-7-8-6-1-9 and if the second one is 3-4-2, the
layout will be as shown in Figure 2.10. [ST93] used the crossover as follows: The
child’s first chromosome is produced from the first chromosomes of parents by
the same method of [Smi85]; and the child’s second chromosome is copied from
either parent’s second one. As for the mutation, one of the following three types
is done. If the first type (MU1) is applied, a bay chosen at random is divided
into two bays. If the second type (MU2) is applied, two sequential bays chosen
at random are merged into one bay. If the third type (MU3) is applied, a part
of genes will be reversed. That is, MU1 and MU2 affect the second chromosome,
whereas MU3 affects the first chromosome. [ST93] set the probability ratio of
MU1, MU2 and MU3 occurring to be 1:1:2.

While the flexible bay structure requires each cell to lie in rows (bays), the
slicing tree structure (STS) can generate more various physical layouts as shown
in Figure 2.5. However, if Polish expression, which corresponds to a tree structure
and to a layout, is directly used as a chromosome’s representation, ordinary
crossovers and mutations can not be applied, because a combination of operators

and operands in random order may not be a valid Polish expression. For example,
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1 9

the first chromosome = 3-4-5-2-7-8-6-1-9
the second chromosome = 3-4-2

Figure 2.10. An example of flexible bay structure

if 12U3B and 312RL are one-point crossed over and if the splitting point is chosen
between third and fourth genes, the children will be 12URL and 3123B which are
not valid Polish expressions and do not correspond to any layouts.

In order to use Polish expression as chromosome’s representation, [CHMR91]
suggested several types of special crossover and mutation methods. For example,
one of crossover methods creates a child so that it can inherit the tree’s structure
from one parent and that it can inherit the operators in the Polish expression
from the other parent. As for mutations, [CHMR91] used [WL86]’s methods
which are used for solutions move in simulated annealing. They are: swapping
adjacent operands; switching a sequence of adjacent operators; and swapping an
operator and a neighbourhood operand.

On the other hand, in order to use conventional crossovers and mutations,
[Tam92a] suggested a method where the tree structure is fixed and a chromosome
includes only operators of the Polish expression. For instance, a layout shown
in Figure 2.5 is represented by a chromosome of RURLB because numbers 1 to 6
of 43R62USR1LB are omitted. In other words, [Tam92a] limited the search space,
while [CHMR91] did not.

In conclusion, there have been many methods for representation, crossovers
and mutations; and this might suggest that better methods may appear in the
future. However, so far, I think STS may be the most suitable way for layout rep-
resentation because it can express various shapes and because the data structure

of Polish expression, which can represent a layout, may match GAs. In addition,
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it may be interesting to investigate the hybrid techniques of GAs and STSs, since

this sort of research may not have been done yet.

2.3 My Research Interests

In previous sections, [ mentioned GA may be superior for NP-complete problems
including FL.Ps. However, the comparison of algorithms for non-identical FLPs
may be still insufficient because many papers only stated that some methods
showed better solution in a particular problem. Therefore, I wish to propose some
common non-identical FL.Ps as a standard for benchmark tests, and compare the
performance of GAs against other methods using the standard problems.

In addition, the investigation of STS will be valuable for the following reasons.
First, STS may be the most suitable way to represent a layout so far, because it
can express more varied layouts than other representation methods. Second, as
STS technique seems to be insufficiently investigated yet, some useful technique
may be found. Third, GA and STS may match well due to the similar data struc-
ture, since they use a string of symbol for a chromosome or a Polish expression,
respectively, to represent a solution.

Finally, I am also interested in testing GA parameters’ effects on FLPs. As |
reviewed, there are many kinds of GA parameters which may be influential on the
performance. For example, [SCED89] reported that some special parameters com-
binations may be effective independently of problems. In the paper, they solved
problems including Dejong’s problems [Gol89], travelling salesperson problems,
under various combinations of GA parameters as shown in Table 2.5. Focusing
on on-line average performance, they reported some interesting results. For ex-
ample, they found a strong interaction among population-size, crossover-rate and
mutation-rate (pcm), while there was no relation found between problems and
pcem. Thus, they suggested that a relation among pem might be independent of
problems. However, as already mentioned in the previous section, on-line perfor-
mance may not be a serious measure for considering the GA parameters effects.
Nevertheless, there might be some superior combinations of parameters in FLPs.
Hence, I believe such GA parameters investigation may be valuable for FLPs.

In conclusion, my research interests can be summarised as follows.
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Table 2.5. GA parameters investigated by [SCED89]

crossover rate
mutation rate
population size

crossover points

0.05, 0.15, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, 0.95
0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1
10, 20, 30, 50, 100, 200

one point, two points

o Investigating GA parameters to find out if there are some special combina-

tions which are effective to FL.Ps independent of specific problems

o Comparing GA performance with other algorithms based on the standard

problems

o Comparing different GAs performance with each other from the perspective

of STS usage




Chapter 3

A Survey of Non-identical FLPs

3.1 A Survey of Recent Research

As mentioned in previous chapters, some past researchers have studied various
non-identical facility layout problems (FLPs). The following Table 3.1 shows a
list of some of these including information about the problems.

As shown in the table, two of six authors used Genetic Algorithms (GAs),
another two relied on Simulated Annealing (SA), and the other two used quasi-
Newton (QN) methods where the minimum traffic cost was sought under some
constraints given by equations. Regarding representation of facilities, slicing tree
structures (STSs) were used in the methods oriented for SA and GAs; whereas
two QN approaches used circle-to-rectangle representations (CtoRs), where each
facility is first assumed as a circle of required area and then transformed to
rectangular shape. And, the number of facilities varied from five to thirty.

Although some research results were compared with other researches or other
algorithms implemented by each author, there have been no common problems
for all of them so far. Therefore, it seems to be difficult to say which algorithm
is better. So, in order to compare these algorithms’ performance with GAs,
I decided to implement fifteen problems which are marked as x in Table 3.1.
Because the same algorithms of [CHMR91] and [Tam92a] will be implemented as
the part of my work (this will be described in the next chapter), a comparison

between the GAs used in this thesis and earlier results will be possible.

30
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Table 3.1. A list of problems concerning non-identical FLPs
algo-  repre- facility  problem compared  problem
rithm sentation number sources with index
[KJK91] SA STS 11 [KJK91] - *1
11 [KJK91] - *2
16 [CHMRI1] [CHMRI91] %3
20 [CHMRI1] [CHMRY1] *4
[CHMRI1] GA STS 16 [CHMRI1] SA *3
20 [CHMRI1] SA *4
[TL91] QN CtoR 5 [T1.91] - *D
6 [T1.91] - *6
7 [T1.91] - *7
8 [TL91] - *8
12 [TL91] - *9
15 [TL91] - *10
20 [TL91] - *11
30 [TL.91] - *12
[Tam92a]  GA STS 12 [Tam92a],[Tam92b] HC
15 [Tam92a],[Tam92b] HC
20 [Tam92a],[Tam92b] HC *13
30 [Tam92a],[Tam92b] HC *14
[Tam92b]  SA STS 20 [Tam92a],[Tam92b] HC *13
30 [Tam92a],[Tam92b] HC *14
[VCCVIl] QN CtoR 10 [VCCVII] - *15

SA = simulated annealing
GA = genetic algorithm

QN = quasi-Newton method
HC = hill climbing method
STS = slicing tree structure
CtoR = circle-to-rectangle
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Table 3.2. An example of traffic matrix

1 2 3 4 5
- 15 10 0 1
2115 - 5 0 0
3110 5 - 1 0
410 0 1 - 20
511 1 0 20 -

3.2 General Description of FLPs

In general, non-identical FLPs have different constraints than identical FLPs. So,
in this section, I will mention some constraints of FLPs which are often described
in previous work, and propose a general evaluation function to evaluate physical

layouts. Also, I will suggest a general form of FLP specification.

3.2.1 Constraints of FLPs

A layout can be evaluated from many aspects. Though traffic costs should be
mainly considered in FLPs, some other constraints may be also important. Here,

I will describe some of them with showing brief examples.

Traffic Matrix Traffic matrix is an essential specification for non-identical
FLPs as well as identical ones. The matrix usually consists of M x M matrix and
its o-th row of j-th column means the traffic frequency from the i-th facility to
the j-th, where M is the number of facilities. For example, if the traffic matrix is
given as Table 3.2, the traffic in a certain period between facilities No.1 and No.2
is fifteen times as that between No.l and No.5, there is no traffic at all between
facilities No.1 and No.4, and so on. (N.B. Although the diagonal elements are
shown as ’-” for clarity in the table, they can be taken to be 0.)

In Table 3.2, the traffic matrix is symmetric. But, it is not necessarily so.
For instance, the traffic may be one directional between workshops in a facility.
However, even in such cases, the average traffic of both directions are usually

regarded as the traffic between them.
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Area Specifications Non-identical FLPs have area specifications for each fa-
cility unlike identical FLPs. Usually, the area specification represents the min-
imum area required by the particular facility. For instance, if this is given as
“3 4 3 2 6”7 in a five-facility layout problem, the facilities No.1 and No.3 re-
quire areas of the same size, the facility No.2 needs twice as much minimum area

as the facility No.4, and so on.

Aspect Ratio Limitations In addition to the area specification, non-identical
FLPs usually have aspect ratio limitations, which stand for the acceptable range
of the height to width ratio of each facility. For example, if a particular facility
has the limitation of 0.75 to 5 and if it requires 12m?, this facility should be

allocated so that the following limitation can be satisfied.
hxw>12

0.75 < hjw < 5

where h is the facility height and w is its width.

Orientation Limitations Related to the aspect ratio limitations, some facil-
ities may have orientation limitations, which concerns whether the direction of
a particular facility can be rotated 90 degrees clockwise (or counterclockwise).
For instance, if there are no orientation limitation in the above example, the

acceptable range of the height h and the width w will be changed as follows.

hxw>12

0.75 < h/w <50r 0.7 <w/h <5
(1..0.2 < h/w < 5)

So, if a facility has free orientation limitation (i.e. no orientation limitation),
it will be more freely located than the case it has rigid orientation limitation.
And, maybe this will make the FLP easier.

At that, the free orientation does not mean the complete freedom of the

orientation. e.g. An orientation of 38 degrees is not permitted. That is, the FLPs
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usually assume that each facility is rectangular and to be located horizontally or

vertically.

Distance Measurement Methods As already mentioned in the previous
chapter, there are two types of methods to measure the distance of two facilities.
They are rectangular (or Manhattan) and straight (or Fuclidean). Whereas the
former is the sum of the vertical and horizontal distances between the locations,
the latter gets the distance straightforward (geometrically).

For example, if two facilities are located at (4.0, 9.0) and (8.0, 6.0), then the
rectangular distance is 7.0 (because | 4.0 —8.0 | + 9.0 — 6.0 |= 4.0 4+ 3.0 = 7.0)
and the straight distance is 5.0 (because\/(4.0 —8.0)2+ (9.0 — 6.0)2 = 5.0).

Incidentally, both of the two methods are used in the standard FLPs which

will be introduced in Section 3.3, and the distance is measured from the centre

of gravity of a facility.

Room Specifications Room specifications express limitations of the space in
which all the facilities should be located. For instance, if there is 100m x 100m
space in a factory, and if all the facilities must be assigned into the space, the
room specification of 100m x 100m will be given to the FLP.

In addition to the room specification, some prespecified areas may be included
in an FLP. For instance, if the room is a non-rectangular shape and/or if the
room includes objects like pillars, utilities, etc. which prevents facilities from
being put, this specification will be necessary (See Figure 2.7(b)). At that time,
the position of each prespecified area should be given with the room specification
(See Figure 3.2).

On the other hand, some FLPs may not have such room limitations. In such
cases, it may be reasonable to put all facilities as compactly as possible; therefore,
the minimum rectangular area involving all the facilities is usually taken into

account.
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3.2.2 Evaluation Function

FLP’s evaluation function for a layout is basically defined by the following for-

mula. And, the aim is to minimise F.

M
ETZ] X D)

15=1

M:

F =

7

where M = the number of facilities,
T;; = the traffic between facilities z and 7, and
Dy = the distance between locations of k£ and [

f(2) = the location of facility 1.

However, in addition to the traffic costs, other standards should be also taken
into account in non-identical FL.LPs. So, in order to balance other constraints, the
following Formula (3.1) may be reasonable. Actually, this formula covers every
evaluation function of the six papers in Table 3.1. In this formula, three terms
take account of: the traffic cost; the aspect ratio limitations and the orientation

limitations; and the room specifications, respectively.

F = Pa x ZZ i) Df )f(])) + Pb x Z (asp_break); + Pc x (total_area)

i=1j=1 i=1
(3.1)
where
M = the number of facilities,
T;; = the traffic between facilities ¢ and j,
Dy = the distance between locations of k& and /[,
f(i) = the location of facility i.
(asp_break); = the degree of to what extent the i-th facility
breaks the given aspect ratio limitation,
(total_area) = the minimum rectangular area that encloses all facilities, and
a,b, Pa, Pb, Pc = appropriate positive numbers, expressing penalty weights.

Choice of penalty values should be straight-forward. E.g. Pc may be either 0 or
1, according to whether or not there is a fixed boundary area. Penalty a is rarely

other than 1. Penalty b is sometimes higher than 1, reflecting how high-traffic
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over long distance is very bad in some FLPs. Pa is sometimes different from 1 to
reflect a balance of importance between traffic cost and other factors. Finally, Pb
is usually a very large arbitrary number to reflect the fact that layouts breaking
an aspect ratio limitation are not valid. Incidentally, the penalty values for each
standard FLP are obtained from previous papers as shown in Appendix A.

As for the violation of aspect ratio limitations, [Tam92a], [Tam92b], etc. sug-
gested that the above (asp_break); can be calculated by Formula (3.2) with each

facility’s aspect ratio limitations, (asp_lower_limit); and (asp_upper_limait);.

(asp_break); = max [0, L;—A;, A;—U] (3.2)
where
A; = height to width ratio of the i-th facility
I — (asp_lower limit); if orientation limitation is rigid
o min [(asp_lower _limit);, 1/(asp_upper_limit);] otherwise
o (asp_upper_limit); if orientation limitation is rigid

min [(asp_upper_limit);, 1/(asp-upper_limit);] otherwise

That is, if A; is within the limits, (asp_break); will be 0; otherwise, it will be

the distance to the nearer end of the allowed range.

However, [ would like to claim that this is unreasonable, although this definition
looks reasonable. This is because the above definition gives unfairly heavy penalty
value to high aspect ratio facilities.

For instance, suppose that there is a facility whose necessary area is 4 and that
its aspect ratio limitation is 1 (i.e. (asp_lower_limit) = (asp-upper_limit) = 1).
Although the ideal area allocation is 2 x 2, this facility may be assigned to a non-
square area such as 1 x4 or 4x 1. At that time, because these two non-square areas
have the same shape virtually, the penalty for each case should be same. But,
Formula (3.2) gives different penalties. That is, as regards the former allocation
of 1 x4, the aspect ratio is 0.25(= 1/4) and its penalty is 0.75(= 1—0.25). On the
other hand, the aspect ratio of the latter is 4(= 4/1) and its penalty is 3(= 4—1).

Therefore, in order to get a fair penalty value, I would like to use Formula (3.3)
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E Available Space
E Prespecified Area

5

Figure 3.1. A non-rectangular region

below rather than Formula (3.2) in my thesis. By this formula, the rectangles

1 x4 and 4 x 1 in the example have the same penalty value of 3.

(aspbreak); = max [0, L;/A;—1, A;/U;—1] (3.3)

where the definitions of A;, L; and H; are same as above.

However, we should recognise that this modified Formula (3.3) still has a
limitation because the definition of (asp_break); may become unreasonable in
case the available space has a non-rectangular shape related to prespecified areas.
For example, let us consider the case shown in Figure 3.1, where the available
space has an L-shape due to a prespecified area.

According to [Tam92a] and [Tam92b], the area of a available space is calcu-
lated by excluding the prespecified areas and its aspect ratio is regarded as the
ratio of the vertical length to the horizontal length of the minimum rectangular
region that encloses the available space. Therefore, in this case, the available
area and the aspect ratio are calculated as 9 (i.e. 5 x5 —4x4) and 1 (i.e. 5/5),
respectively. Although these values (area = 9 and aspect ratio = 1) seems to
indicate it is possible to put a facility requiring area of 9 and a square region into
the space, it is actually impossible to put. Hence, this definition may become

unreasonable in such cases.
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To cope with this problem, many methods are possible. For instance, to obtain
more plausible aspect ratio of a non-rectangular region, it can be calculated by

the following formula.
(aspect_ratio) = (the_maximum length)/(the_width_at_the_thinnest_point)

Here, (the_mazimumlength) means the maximum length of a flexible (bendy)
object which can be fit in the region; and (the_width_at_the thinnest_point)
means the distance between two sides at the thinnest point of the region. For
example, in the case shown in Figure 3.1, (the_maximumlength) may be 9,
(the_width_at_the_thinnest_point) may be 1, and (aspect_ratio) may be there-
fore 9 (= 9/1). So, this (aspect_ratio) can indicate that this space is not suitable
for the facility requiring a square region with area of 9. Nevertheless, there
will be further arguments. This is because this (aspect_ratio) cannot distinguish
the case shown in Figure 3.1 from a case where the available space is a sim-
ple rectangular of 1 x 9, and because the definition of (the_mazimum length)
and (the_width_at_the_thinnest_point) will be ambiguous when the shape of the
available space is more complicated.

As another approach, adding other penalty factors to Formula (3.1) may be
a possible idea. For example, if a particular facility is assigned to an L-shape
region, a certain penalty can be given to the layout. But, it will be still unclear
how much penalty should be given.

In conclusion, there will be more possible approaches which may lead to a lot

of arguments. Accordingly, I will not consider this issue here.

3.2.3 A General Expression of FLP specification

As an example of general expression of FLP specification, I would like to suggest
a format like Figure 3.2 which is taken from my actual implementation.

Here, @number means the number of facilities in this FLLP; @traffic shows
the traffic matrix; @area indicates the required area for each facility; @aspect
specifies the lower and upper aspect limitation as well as the orientation limitation
(i.e. free or rigid); and @distance measure expresses one of the two distance

measurement methods (i.e. manhattan or euclidian).
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35.000000

40.000000

Figure 3.3. An example of a room specification

In addition, in my implementation, the evaluation function is symbolically
indicated at @eval method section. So, in this case, “TxDx2plus100xASP ratio”
means Formula (3.1) with a = 1, b = 1, Pa = 2, Pb = 100, and Pc = 0, and
Formula (3.3) will be used.

As regards the room specification, the sections @room and @objects give the
information. In this example, “0 0 40 35” at @room section shows the room’s
left lower corner is at (0,0) and its right upper corner is at (40, 35). Similarly,
Q@objects section expresses the prespecified areas’ information. While the next
line of @objects indicates the number of prespecified areas, four sequential num-
bers in lower lines indicate each object’s position. So, in this case, the room area

will be like Figure 3.3.

3.3 Fifteen Standard Problems

In this section, I will describe the FLPs chosen as the standard problems from

Table 3.1. Some figures are shown here in order to give the reader a brief image.
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Figure 3.4. A good layout of Kea91-11

The implementation of these problems can be seen in Appendix A in the format

of Figure 3.2.

3.3.1 The description of fifteen standard problems

Kea91-111 ( x1 of Table 3.1)

Although this problem originally described in [IM89], it did not include any
quantitative results. Later, [KJK91] studied this problem and reported a good
physical layout with its evaluation function and the score. The good layout can
be generated by STS, and I can confirm that the layout shown in Figure 3.4 has
the same score of 2829.4.

Kea91-11aj ( #2 of Table 3.1)
This problem is same as Kea91-11 except that the aspect ratio limitation is
soft. That is, whereas each facility in Kea91-11 should have a particular aspect

ratio, each facility in Kea91-11a can have any aspect ratio between 0.25 and 4
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Figure 3.5. An ideal layout of Kea91-16

without penalty. A good layout was also reported by [Kea91-11] with its score of
2287.041.

Kea91-161 ( 3 of Table 3.1)

This problem was initially suggested and solved by [CHMR91] and later com-
pared by [KJKO91]. This artificially created problem contains sixteen identical
square facilities with rather small traffic, and this has the ideal layout shown in
Figure 3.5. This ideal layout could be produced by the [KJK91]’s method and 1

can confirm its score is 64.

Kea91-201 1 ( #4 of Table 3.1)

This problem was also first created by [CHMR91] and compared by [KJK91].
Though this problem was similarly created artificially, this includes non-identical
facilities and the traffic matrix is a little complicated. According to [KJK91], this
problem’s ideal layout shown in Figure 3.6 should have the score of 125. However,

this layout has not been reached by any methods so far.
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Figure 3.6. An ideal layout of Kea91-20

TL91-5¢, TL91-61, TL91-7+, TLO1-8t, TL91-12t, TLO1-15¢ ( %5 - %10 of
Table 3.1, respectively)

[TLI1] created these problems by adding area specification and aspect ratio
limitations to [NVR68]’s FLPs. Because the physical layouts generated by [T1.91]

can not be represented by STS, I was not able to confirm the scores of them.

TL91-201, TL91-301 ( %11 and %12 of Table 3.1)

Similarly, [T1.91] created these problems based on [NVR68]’s corresponding
problems. Nevertheless, these problems could not be solved by [TL91] directly.
Instead, [TLI1] suggested that these big size problems could be solved separately
and they might be merged later.

Tam92-20ax, Tam92-30a* ( %13 and *14 of Table 3.1)

As well as [TLI1], [Tam92b] produced these problems based on [NVR68]’s
problems. Because [Tam92b]’s specifications are different from [TL91], these
became different problems. Unlike [TL91], [Tam92b] put room specification with
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Figure 3.7. A good layout of Tam92-20a

prespecified areas into these problems. Although the best layout among ten
experiments are shown in [Tam92b], I was not able to confirm these scores. That
is, the scores of the layouts shown in Figure 3.7 and Figure 3.8 were 25779.53 and
47422.3 according to [Tam92b]; nevertheless, they became 24389.24 and 45104.4
in my calculation. Though I made efforts to find out the cause of the difference,
I have not found out the reason yet. There might be some typographical errors

in FLP specifications in the paper.

VCea91-107 ( %15 of Table 3.1)

This problem is suggested and solved by [VCCV91]. A good layout, whose
score is 24445, was also reported; however, the same layout shown in Figure 3.9
showed the score of 24152 by my calculation. Although I looked for the cause
carefully, it has not been caught. Consequently, considering the difference is less

than 1.5%, I would like to think it might be a rounding-off error.
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Figure 3.8. A good layout of Tam92-30a
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3.3.2 Some Amendments

T Auxiliary Penalty Function Except for Tam92-20a and Tam92-30a, all
FLPs did not add penalty for the violation of aspect ratio limitations. That is,
Pbin the Formula (3.1) was 0 in the FL.Ps. However, because the FL.Ps gave each
facility some aspect ratio limitation, the penalty weight Pb should be assumed
as a positive number in case some facilities break their aspect ratio limitations.

Accordingly, I modified these problems’ evaluation functions by putting the value
of 1000000 in Pb of Formula (3.1).

I Amendment for Kea91-20 As for this problem, I suspect the both traffic
matrices shown in [CHMRI1] and in [KJK91] may be wrong. Both of the papers
clearly mentioned that the traffic cost of the ideal layout shown in Figure 3.6 is 83;
nevertheless, it became 127 and 85 by the traffic matrices shown in [CHMR91] and
in [KJKO91], respectively, when I calculated it carefully. Therefore, I removed the
traffic between the facilities No.10 and No.14 from the traffic matrix in [KJK91]
so that its ideal layout can have the traffic cost of 83.

* Amendment for Tam92-20a and Tam92-30a Though the evaluation
function in [Tam92b] includes the aspect ratio penalty, the definition in For-
mula (3.2) will be unreasonable. That is, under this unreasonable penalty, clearly
worse layouts might be regarded as better layouts. Hence, I used Formula (3.3)
instead of Formula (3.2) and would like to distinguish these modified problems
from originals by calling them Tam92-20a and Tam92-30a rather than Tam92-20
and Tam92-30. The corresponding scores of the best layouts reported in [Tam92b]

are now 23544 and 45044 under this new evaluation function.



Chapter 4

The Slicing Tree Structure (STS)

4.1 What is Slicing Tree Structure?

The slicing tree structure was originally described in [Ott82]. He suggested that
many layouts could be expressed by slicing stages of top-down cuttings (See
Figure 4.1). As shown in Figure 4.2(a) and (b), this top-down cutting stages can
be also represented by a tree, where each terminal node corresponds to a facility
and each non-terminal node means the relative position of facilities. Here, the
numbers in the terminal nodes express the facility’s index and the letters in the
non-terminal nodes express the relation of each substructure, where the relation

is one of the following two:

+ = “The substructure given by the second arqument is just above
the substructure given by the first arqument.”
x* = “The substructure given by the second arqument is just left of

the substructure given by the first arqument.”
Also, an STS can be expressed by a Polish expression, where terminal nodes

and non-terminal nodes are considered as operands and operators, respectively.
That is, the STS in Figure 4.2(b) can be represented by a Polish expression of
123+*4x. These sorts of trees are called ST'Ss.

As [WL86] mentioned, this STS introduces a redundancy of representation
because a particular layout may be expressed by some different STSs or Polish
expressions. For example, the layout shown in Figure 4.2(a) can be also repre-

sented by the STS shown in Figure 4.2(c) because the layout has two vertical

47
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4 1,2,3 — 4 2,3 1 — 4 1
2
Figure 4.1. Cutting stages for a layout
* *
* *
3
4 1 + +
2
1 2 3 4 1 2 3 4
Polish Expression = 123+*4* Polish Expression = 123+4**
(a) alayout (b) askewed STS (c) anon-skewed STS

Figure 4.2. An example of Slicing Tree Structures
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Figure 4.3. Alternative cutting ways for a layout

cuts which can be done in any order. (See Figure 4.3). So, if a layout includes
some direction’s cuts which can be done in any order, in a particular stage, there
must be more than one STS corresponding to the layout.

In order to remove this redundancy, [WL86] suggested a rule as follows: “A
non-terminal node’s right-hand-side child node must be either a non-terminal
node having the other operator than that of the parent, or a terminal node.” In
other words, this rule can be stated as follows: “The Polish expression corre-
sponding to an STS must nol have the same operators in adjacent positions.”
For example, the Polish expression 123+4**, which expresses the STS shown in
Fig 4.2(c), breaks this rule in the part of **. [WL86] called the STSs and Polish
expressions satisfying this rule, skewed STSs and normalized Polish expressions,
respectively. So, the STS shown in Figure 4.2(b) is a skewed STS, whereas that
shown in Figure 4.2(c) is not.

Indeed, a canonical perspective might support [WL86]’s rule. As [WL86] men-
tioned, simulated annealing for an FLP using only skewed STSs might get better
results than that using arbitrary STSs because of the smaller search space. How-
ever, [CHMRO1] reported the opposite result that redundant representation led
better performance. Also, they commented that it is probably because [WL86]’s
rule makes STS’s usage much complicated and restricted. So, I cannot help being
doubtful about [WL86]’s suggestion; consequently, I decided to decline [WL86]’s
rule in my research.

Incidentally, [Tam92a] and [Tam92b] suggested STSs with four types of op-
erators as follows. Although it more increases STS redundancy, this kind of
redundancy (i.e. the redundancy between U/L and B/R) is not always useless

because the room is sometimes not symmetric due to prespecified areas.
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U = “The substructure given by the second arqgument is just above
the substructure given by the first arqument.”

B = “The substructure given by the second arqument is just beneath
the substructure given by the first arqument.”

L = “The substructure given by the second arqgument is just left of
the substructure given by the first arqument.”

R = “The substructure given by the second arqument is just right of

the substructure given by the first arqument.”

Merits of STSs As already mentioned in Section 2.1, there are some layouts
which can be expressed by the STS but which can not be expressed by other
methods such as the cell assignment method and the flexible bay structure. For
instance, the cell assignment method, which is one of the most common repre-
sentations for identical FLPs, generally creates shapes too strange for practical
use as shown in Figure 2.2 in non-identical FLLPs. On the other hand, compli-
cated layouts as shown in Figure 2.5(a) can not be expressed by the flexible bay
structure. Also, because Polish expressions may be a suitable representation for

a computation, this may be helpful for the implementation.

Limitations of STSs However, there are some limitations in STSs. First,
there are some physical layouts which cannot be represented by the STS. For
example, the layout shown in Figure 4.4 is impossible to be represented by ST'Ss,
though it may be a quite natural layout. That is, STSs can only express layouts
which can be separated in two rectangular subparts recursively.

Second, STSs may not be a suitable representation for some FLPs. For exam-
ple, if the room is given as shown in Figure 4.5(a) and if a room is required to be
separated into three approximately equal areas, the reasonable layout may be as
shown in Figure 4.5(b). Nevertheless, STS can represent only poor layouts such
as Figure 4.5(c) because the cuts represented by STSs must follow the horizontal
or vertical direction.

Therefore, we should recognise that the STS is not ideal in every case, though

the STS may be a good representation in many cases.
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Figure 4.4. An impossible layout by STSs

() aroom space (b) areasonable layout (c) alayout by the STS

Figure 4.5. A difficult FLP for the STS
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Table 4.1. An example of FLP specifications

facility | required | aspect ratio | orientation
No. area limitation | limitation
1 100 0.5-0.8 free
2 200 0.95-1.25 free
3 300 0.8-1.0 free
4 300 1.0-1.0 free

4.2 The Top-down Interpretation

[Tam92a] and [Tam92b] suggested a method of generating a physical layout from
an STS for an FLP with room specification. Here, I will call it “Top-down
Interpretation” because this method reads the STS from the top node to the
bottom nodes. The procedure is as follows.

First, the available region (the room area excluding prespecified areas) is
divided into two sub-regions. Then, each sub-region is divided again into two
sub-sub-regions. By repeating this procedure, the whole region will be divided
into small regions so that one region can correspond to one facility. For instance,
as shown in Figure 4.6(a), the room is first divided into sub-regions for facility
group 1 and 2 and for facility group 3 and 4, respectively. After that, two
sub-regions are further divided into four sub-sub-regions corresponding to each
facility. At that time, the dividing line’s position is decided by the ratio of one
facility group’s required area to another.

To explain this method, I will show an example. First, suppose that an STS
and each facility’s required area are given as shown in Figure 4.7(a) and Table 4.1.
Also, we assume that the facilities should be located in 30 x 30 room area.

Because the facilities No.1 and No.2 require the area of 300 altogether and
the facilities No.3 and No.4 require the area of 600 altogether, the first cut should
be done so that two sub-regions area ratio can be one to two, as shown in Fig-
ure 4.7(b).

Similarly, considering that the required area ratios between facility No.1 and

No.2 and between No.3 and No.4 are one to two and one to one, the final layout
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Figure 4.6. How to translate STS to geometry
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Figure 4.7. The top-down interpretation

30.000000



CHAPTER 4. THE SLICING TREE STRUCTURE (STS) 55

will be generated as shown in Figure 4.7(c).
Of course, the layout in Figure 4.7(c¢) will have low fitness due to the violation
of the aspect ratio limitations by all the facilities. But this is an example to show

how the "Top-down Interpretation” can be done.

4.3 The Bottom-up Interpretation

In the FLPs without room specifications, the physical layout corresponding to
an STS may be built by some sort of bottom-up approach. For example, as
shown in Figure 4.6(b), each facility can be connected from bottom nodes of
the STS to the top node. However, as [KJK91] mentioned, how to decide the
shape of each facility may be a problem because the facility’s shapes greatly
influence the produced layouts score. Nevertheless, the method [KJK91] used
might be too complicated to be calculated quickly; accordingly, I established my
own method which can decide each facility’s reasonable shape quickly as follows.

For convenience, I will call this method “Bottom-up Interpretation”.

Step 1:  Assume a square region where its size is equal to the total area
required by the facilities. And decide a temporary physical
layout by the top-down interpretation.

Step 2:  Transform the square region to satisfy each facility’s
aspect ratio limitation. At that time, the transformed region

should be kept as small as possible.

Step 3:  Shrink each facility’s assigned area as much as possible.

The shrunk shapes are used as their final shapes.

Step 4:  Construct a physical layout by the bottom-up manner as
shown in Figure 4.6(b). At that time, two facilities/groups
are connected so that the centre of each facility /group

aligns horizontally or vertically.
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In order to explain it, I will show an example. First, suppose that FLP
specifications and the STS are given as shown in Table 4.1 and Figure 4.8(a).

As Step 1, because the total required area is 900, a 30 x 30 square room is
assumed. Using the top-down interpretation, a temporary layout is decided as
shown in Figure 4.8(b).

As Step 2, the aspect ratio limitation of each facility is examined. For example,
the facility No.4 needs a square region, but it is assigned to 30 x 10 space in
the temporary assignment; therefore, the shape should be changed. To satisfy
the aspect ratio limitations of all facilities, transforming factors H; and V; are
calculated, where H; (or V;) means the scale for horizontal (or vertical) direction’s
enlargement /reduction for the i-th facility.

From the FLP specifications, the required minimum length and width of each
facility can be obtained. Here, suppose that A; is the ¢-th facility’s required area,
B; and C; stand for the facility’s lower and upper aspect ratio limitation, and L;
and W; are the facility’s length and width.

If we keep the facility’s area to be its minimum requirement, the equation

below follows.

LZ'XI/VZ':AZ'

At that time, the following condition should be satisfied.

L.
B < —=<(;
Sw S

Because they can be transformed as follows, the minimum values for L; and W;

can be considered as \/A; X B; and /A;/C;, respectively.

A; A;
\/AiXBz‘SLiﬂ\/Aixci,\laﬁmﬂ\lg (4.1)

Therefore, comparing these minimum values with the length and width of the
temporarily assigned area for each facility in Step 1, the transforming factors H;
and V; can be calculated.

For instance, let us consider the case of facility No.3. As shown in Fig-

ure 4.8(b), the facility No.3 is temporarily assigned to 30 x 10 area. On the other
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Figure 4.8. The bottom-up interpretation
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Table 4.2. Enlarging/reducing factors for each facility

temporary
(set in Step 1)
1 | 100| 0.5 | 0.8 V50 V125 10 x 10 1%  112%
125 | 2.0 | V125 /50 112%  71%
2 1200 0.8 | 1.25 | /160 V160 20 x 10 63% 126%
3 1300 0.8 |1.25| /240 V240 30 x 10 52%  155%
4 1300 1.0 | 1.0 | /300 V300 30 x 10 58%  173%
A; = the required area of the i-th facility
B; = the lower aspect ratio limitation of the i-th facility
C; = the upper aspect ratio limitation of the i-th facility
Vi = required vertical enlarging/reducing factor for the i-th facility
H; = required horizontal enlarging/reducing factor for the i-th facility

hand, because its orientation limitation is free (i.e. it can be rotated 90 degrees),
its aspect ratio limitation is 0.8 to 1.25 (= 1/0.8). Therefore, by Formula (4.1)
the minimum length and width for the facility No.3 is obtained as follows.

A /300
As x Bs = /300 x 0.8 = 15.5 , ’/FS =\ 1g5 = 15.5
3 .

So, the temporary assignment should be enlarged at least 155% (= 15.5/10) in
the horizontal direction, whereas it can be reduced to at most 52% (= 15.5/30)
in the vertical direction. That is, H3 = 155% and V3 = 52%.

Applying similar method to every facility, we can get enlarging/reducing fac-
tors H; and V; as shown in Table 4.2.

In this example, facility No.1 has two permissible ranges of aspect ratio, 0.5
to 0.8 and 1.25 (= 1/0.8) to 2.0 (= 1/0.5). So, if we take the former range,
the possible vertical reducing scale for all facilities will be 71% (i.e. max(71%,
63%, 52%, 58%)) and the required horizontal enlarging scale for all facilities will
be 173% (i.e. max(112%, 126%, 155%, 173%)) at least. In contrast, if we take
the latter range, they will be 112% and 173%, respectively. Because, after the

transformation of the temporary area, the former case will need smaller area
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enclosing all facilities than the latter; the former may be better. Thus, the whole
facility areas are transformed as shown in Figure 4.8(c¢) using the scales 71% and

173%.

As Step 3, the enlarged facility areas are shrunk to reduce redundant areas.
This may be possible because Step 2 generally makes every facility’s area larger
than its requirement.

In this step, if the area can be reduced in both horizontal and vertical di-
rections, the aspect ratio will be kept; otherwise, the area will be reduced as
much as possible in either direction. And, the shrunk area’s shape will be used

as the facility’s final shape. In this example, the shrunk shapes are shown in

Figure 4.8(d).

As Step 4, the final layout is created by connecting facilities by the bottom
up manner as shown in Figure 4.6(b). At that time, two facilities/groups are
connected so that the centre of each facility /group aligns horizontally or vertically,
based on the STS operator. Incidentally, the centre of a group of facilities is
defined as the centre of the minimum rectangular area that encloses all facilities
in the group.

For instance, if the STS and the shrunk shapes are given as shown in Fig-
ure 4.8(a) and Figure 4.8(d); the facility No.2 is connected to be just beneath
No.1, the facility No.4 is connected to be just left of No.3, and the group con-
sisting of No.3 and No.4 is connected to be just right of the group consisting of
No.1 and No.2. So, the final layout will be as shown in Figure 4.8(e).

Possible Enhancements As shown in Figure 4.8(e), the final layout may have
some small gaps. So, if we push facilities from both directions, the layout may
be improved. And, even if there are no gaps between facilities at all, we may
be able to continue pushing by transforming each facility’s shape. However, for
example, pushing may cause an aspect ratio violation again; consequently, I will

not consider this issue here.
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4.4 STSs and Search Space

In this section, I will introduce how many different layouts can be represented
by the STS. Because the number of layout variations specifies the size of search
space, this calculation will be valuable. Also, I will introduce reduced Polish
expressions which consists of operators only. Because this reduced expression
can limit the search space, it may be helpful for FLPs to find good solutions
quickly. Finally I will mention how to decode a reduced Polish expression to an

ordinary Polish expression with a Polish expression’s template.

4.4.1 STS topology

At first, I will consider how many different topologies can be expressed by the
STS including N terminal nodes. Here, I will call the number Cy.

To obtain Cy, let us consider the cases where N is a small number. First,
if N =1 or 2, it is obvious that ¢y = (5 = 1. Second, if N = 3, there are
two different topologies as shown in Figure 4.9(a); therefore, C5 = 2. As for
N = 4, the possible structures must come down one of three groups shown in

Figure 4.9(b); therefore, Cy can be calculated as follows.
04201'03—|-02'02—|-03'01 :2—|-1—|—2:5

Similarly, for N = 5, the possible structures must come down one of four groups

shown in Figure 4.9(c); therefore, Cs can be calculated as follows.
05 - 01'04+02'03+03'02+O4'01 - 5—|—2—|—2—|—5 - 14

From these observations, the formula below follows.

N-1 . .
O { YN Oy (N 22) 2)

1 (N =1)

Although this is a recurrence formula, the value of C'y can be calculated and Cy
are known as Catalan numbers [VIW92]. Here, I will describe how to obtain the

value of Cy.
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Suppose that a generating function ¢(z) is defined as follows.
c(z) =Y Cjal
7=1

Then

oo k-1

C(:L‘)2 = E(ZCZC]C_Z)CL‘]C

k=2 i=1
%)

- S
k=2

= c(z)—=z
This is a quadratic equation in ¢(z) and so

c(z) = %(1 + V1 —4z)

Since we require that ¢(0) = 0 it is necessary to choose the minus sign. Expanding

the square root as a power series therefore gives us:

C, = —%(122)(—4)”
11,,-1.,-3 -5 —(2n - 3)
_ —5(5)(7)(7)(7)'”( 9 ) n!

1-3-5---(2n —3) - 271

n!

1435 (20-3)-270  2.4:6-- (20— 2)
n! 1-2-3---(n—1) 2771

_ (2n—2)!

 (n—1)n!

Hence,
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4.4.2 The Size of Search Space

An STS expressing N facilities must have N terminal nodes and (N — 1) non-
terminal nodes. So, whereas the number of variations of terminal nodes is V!, that
of non-terminal nodes is 4V=! when four types of operator are used. Therefore,

the number of variations of STSs for a N-facility problem is

(2N =2

Cn-4N"1. NI =
N (N —1)!

(4.4)
In other words, we can say that an FLP consisting of N facilities is a problem of

searching the best solutions among (2N — 2)! - 4¥=1/(N — 1)! alternatives.

4.4.3 Reduced Polish Expressions and Polish Expression’s
Templates

As mentioned above, the search space of an FLP including N facilities is generally
huge. So, reducing the search space may be a good approach to get better layouts
quickly.

[Tam92a] and [Tam92b] introduced an idea of partially fixed STSs as follows.
First, a reasonable STS topology is chosen by some means from Cy possible
topologies. Second, every terminal node, which corresponds to each facility, is
decided by some means from N! possible variations. For example, a partially fixed
STS for an FLP consisting of five facilities may be decided as shown in Figure 4.10
where numbers 1 to 5 indicate the facility’s indexes and letters x,y,z,w mean
the places of operators. At that time, the STS can be expressed not only by an
ordinary Polish expression, 23z145wyx, but also by zwyx simply, because the STS
topology and operands positions are fixed.

That is, if we assume that we do not consider any other STS topologies
and any other terminal node variations, an STS can be expressed by a reduced
Polish expression which contains operators only. So, in this case zwyx is the
corresponding reduced Polish expression.

A reduced expression can be decoded to an ordinary Polish expression by
using the information of STS topology and operand positions. For instance, the

information can be retained as a template such as 23%145%%%, where % means an
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Figure 4.10. A partially fixed STS

operator’s position. So, if we obtain a reduced Polish expression, say, URBL; by
putting each operator into the template in the same order, we can get an ordinary
Polish expression 23U145RBL. In my thesis, I would like to call this template the
Polish expression’s template.

4N-=1 variations in the partially fixed STSs expressing

Because there are only
N facilities, partially fixed STSs and reduced Polish expressions may be a helpful

idea to reduce search space.

4.5 Summary

In this chapter, beginning with the description of STSs, I introduced two types
of interpretations, Top-down Interpretation and Bottom-up Interpretation, as a
method for corresponding an STS to a physical layout. While Top-down Inter-
pretation is useful for FLPs with room specifications, Bottom-up Interpretation
is useful for FL.Ps without them.

In addition, I calculated how many different layouts can be expressed by the
STS consisting of N terminal nodes. The value, (2N —2)!-4¥=1 /(N —1)!, indicates
the size of search space for an FLP consisting of N facilities. And, I introduced
partially fixed STSs and reduced Polish expressions which can reduce the search
space size as well as how to decode a reduced Polish expression to an ordinary

Polish expression.



Chapter 5

Some GAs for FLPs

In this chapter, I will explain six types of GAs I implemented. For convenience,
I will call them Cea, Tam, DK, Tam2, DK2, and Kad algorithms. The Cea and
Tam algorithms are duplicates of the GAs in [CHMR91] and [Tam92a]. Although
the DK algorithm is almost the same as the Tam algorithm, it uses a clustering
method introduced by [DK85]; therefore, I called it DK. The Tam2 and DK2 algo-
rithms use different chromosome representations from Tam and DK so that they
can widen the search space, though they are similar to Tam and DK, respectively.

The Kad algorithm is a hybrid algorithm of Tam?2 and DK2.

5.1 The Cea algorithm

Chromosome Representation In the Cea algorithm, the Polish expression
corresponding to the STS is directly used as the chromosome representation.
However, special crossovers and mutations are necessary because conventional
ones may produce invalid Polish expressions. For example, if 12U3B and 312RL
are one-point crossed over and if the splitting point is chosen between third and
fourth genes, the children will be 12URL and 3123B which are not valid Polish

expression and do not correspond to any layouts.

Crossovers and Mutations In order to use the Polish expression as chromo-

somes, [CHMROI1] suggested four types of special crossovers CO1 to CO4 and

65
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three types of mutations MU1 to MU3 as shown in Table 5.1.

At the crossover stage, one of four types of crossovers is randomly chosen
and applied for the parents. For example, if the crossover rate is 0.5, each type
of crossover occurs with 0.125 probability. When CO3 is chosen, a sub-tree is
randomly selected in one parent to keep the structure of the sub-tree. When CO4
is chosen; a sub-tree is randomly selected in each parent so that both sub-trees
can have the same size, and the sub-tree of the first parent is replaced with that
of the second parent.

For mutations, [CHMRO91] used [WL86]’s methods which were originally used
for moves in simulated annealing. The descriptions are also indicated in Table 5.1.
At the mutation stage, one of three types of mutations is randomly chosen and
applied. So, for example, if the mutation rate is 0.3, each type of mutation occurs
with 0.1 probability.

Population Size [CHMRO1] used a parallel GA, where there are separately
evolving N populations which receive S chromosomes from other populations in
every I generations. To keep the population size of each population equal, n out
of (n+.5) chromosomes are randomly chosen by a fitness based selection method,
which will be described below. In the study, they used n = 80, N = 4, K = 16,

but S was not reported. So, in my implementation, I assumed that S = 1.

Selection Method As for selection, [CHMRO91] used the following method.
First, the mean and the standard deviation of chromosome scores (i.e. layout
scores) are calculated in each population. Suppose they are g and o. Then, each

chromosome’s score X is converted to the fitness value F' as follows.

(n=X)+o
20

F =

However, if F' becomes negative, F' will be set as ¢, a very small positive number,
instead. Since [CHMR91] did not report the value of e, I assumed it to be 0.01 for
my implementation. Finally, the probability of selecting a particular chromosome

is proportional to the fitness value F'.
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Table 5.1. Special crossovers and mutations for the Cea algorithm

crossovers (Pl and P2 mean the parents.)

‘ ‘ STS topology ‘ operators ‘ operands ‘ sub-tree
COL1 | same as P1 P2’s order | same as P1 | N/A
CO2 | same as P1 same as P1 | P2’s order | N/A
CO3 | same as P1 same as P1 | P2’s order | produced in
excluding P1
inside of
the sub-tree
CO4 | same as P1 P1’s order P1’s order | produced in P1 and P2
excluding excluding excluding of the same size.
inside of inside of inside of P1’s are replaced
the sub-tree | the sub-tree | the sub-tree | with P2’s
e.g. by CO1: P1, 132UL4U, and
P2, 24U13UL, create 132UUA4L.
by CO2: P1, 132UL4U, and
P2, 24U13UL, create 241UL3U.
by CO3: P1, 132UL4U, whose sub-tree is 32U and
P2, 24U13UL, create 432UL1U.
by CO4: P1, 132UL4U4L, whose sub-tree is 132UL and
P2, 42U34L1LU, whose sub-tree is 34L1L create
34L11.2U041.
(_ denotes the sub-tree.)
mutations
MUT1 | exchange two operands side by side
MU2 | complement a series of operators (operators should be U or L)
MU3 | exchange an operand and an operator side by side
(The result of MU3 must be valid Polish expression.)

by MU1: 132UL4U may be changed to 134UL2U.
by MU2: 132UL4U may be changed to 132LU4U.
by MU3: 132UL4U may be changed to 13U2L4U.
(_ denotes the genes affected by mutations.)

e.g.
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Figure 5.1. The initial STS topology of the Cea algorithm

Initial Chromosomes The chromosome initialisation of the Cea algorithm is
as follows. First, every chromosome’s STS has the same topology as shown in
Figure 5.1. Second, facility indexes are randomly input in terminal nodes so that
every index can appear once. Third, either U or R is chosen for each non-terminal

node at random.

5.2 The Tam algorithm

Chromosome Representation Whereas the Cea algorithm used ordinary
Polish expressions directly for the chromosome representation, the Tam algo-
rithm used the reduced Polish expressions, which is introduced in Section 4.4, to
permit conventional crossovers and mutations. That is, in the Tam algorithm, a
chromosome includes only operators of the Polish expression in the same order.
In order to use the reduced Polish expressions, the Tam algorithm first fixes
the topology and terminal nodes of the STS by a clustering method, which is
called average linkage method. Because this partially fixed STS is used during
the search, the reduced Polish expression can represent the physical layouts. For
instance, if the partially fixed STS is decided as shown in Figure 5.2(a), the
reduced Polish expression, zywx can represent the ordinary Polish expression,
12z3y45wx. In order to decode the reduced Polish expressions, the Polish expres-
sion’s template such as 12%3%45%% may be used as described in Section 4.4.
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Table 5.2. Average linkage clustering method (for the Tam algorithm)

Step 1:  Pick up a pair of facilities which have the highest traffic.
Step 2:  Regard the pair as a cluster.
Step 3:  Pick up a pair of two facilities (or clusters) which have the
highest traffic.
Step 4:  Go to Step 2 until all the facilities are included in
one cluster.

T The traffic between a cluster pair is defined by the average traffic
between each facility in a cluster and each facility in the other cluster.

[Tam92a] mentioned that this representation may be effective because the
search space becomes much smaller than the ordinary case such as the Cea al-
gorithm. Actually as mentioned in Section 4.4, the search space size of the Tam
algorithm is only 22V=2 (= 4¥=1), while that of the Cea algorithm is at least
23N=4. N1, But since the search space is limited, this algorithm can not produce

any solutions which can not be expressed by the partially fixed STS.

Average Linkage Clustering To decide the topology and terminal nodes
of the STS, [Tam92a] used an average linkage clustering method as shown in
Table 5.2.

Here, I will show an example of this method. Suppose that a traffic matrix
is given as shown in Table 5.3(a). First, the facilities No.1 and No.2 are picked
up because they have the highest traffic link. Although No.4 and No.5 have the
traffic link of same frequency, this clustering method arbitrarily picks the pair.
Then, the facilities No.1 and No.2 are regarded as one facility A, and the traffic
matrix is recalculated as shown in Table 5.3(b). At that time, the calculation
will be done based on the average linkage. (e.g. the traffic between A and No.3 is
the average of traffic between No.1 and No.3 and that between No.2 and No.3.)
After that, because the facilities No.4 and No.5 have the highest traffic, they are
picked up and regarded as one facility B. Then, the traffic matrix is recalculated
again. (See Table 5.3(c)) Repeating similar operations until all the facilities are

merged into one cluster, the topology and terminal nodes of STS are decided.
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Table 5.3. An example of traffic matrix

No.l1 No.2 No.3 No.4 No.h
5H 2 4 1

Facility No.1

No.2 bt - 3 0 2
No.3 2 3 - 0 0
No.4 | 4 0 0 - 5
No.5 1 2 0 5 -

(a)initial matrix

A No.3 No.4 No.h

Facility A | - 2.5 2 1.5
No.3 | 2.5 - 0 0
No.4 | 2 0 - 5

No.5 | 1.5 0 D -
(b) after merging No.1 and No.2 into A

A No3 B

Facility A | - 2.5 1.75
No.3 | 2.5 - 0
B | 1.75 0 -

(c) after merging No.4 and No.5 into B

In this example, the STS will become as shown in Figure 5.2(a). So, the Polish
expression will be 12z3y45wx where x, y, z and w express some operators, and

the chromosome is represented as zywx.

GA Environments Here, I give details of [Tam92a]’s GA parameters and
environments for reference. For initialisation, one of four operators: U, B, R, L
is set in every gene. And he set population size = 30.

Regarding crossovers and mutations, [Tam92a] used conventional methods.
However, the definition of mutation rate is different from my definition in Chapter
2. While I defined that mutation will occur on each allele with the probability

of mutation rate, [Tam92a] defined that there is a mutation rate’s change that
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(@) Tam'sresult (b) DK’ sresult

Figure 5.2. Clustering results

a structure in the population will be changed by altering one of its symbols.
So, if the length of chromosomes is M — 1, and if the mutation rate is small
enough; then, the relation between mutation rate of my definition, R,,, and that
of [Tam92a|, R;, will be (M — 1)R,, = R;.

As regards the selection of chromosomes, he used the following method. First,
the mean and the best of chromosome’s scores are obtained. Suppose they are p
and Xp.sr. Then, each chromosome’s score X is converted to the fitness value F'

as follows.
w—X

F =
H— Xbe.st

x0.8 41

However, if F' becomes negative, F' will be set as ¢, a very small positive number,
instead. Since [Tam92a] did not report the value of €, I assumed it to be 0.01 for
my implementation. Finally, the probability of selecting a particular chromosome

is proportional to the fitness value F'.

5.3 The DK algorithm

The DK algorithm is same as the Tam algorithm except that it uses another
clustering method, a total linkage clustering. Because this clustering method is

introduced by [DK85], I would like to call this algorithm DK here.
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Table 5.4. Total linkage clustering method (for the DK algorithm)

Level 1:  Divide all the facilities into two groupsf using Steps 1 to 3 below.

Step 1:  Separate the dividing facilities into two groupst
arbitrarily.

Step 2:  Consider the possibility of swapping a facility
of each group over so that it can reduce the
traffic between the groups.

Step 3: If it is possible, do it and go to Step 2.
Otherwise, go to next level.

Level 2:  Divide the facilities in each group into two sub-groupsf using
Steps 1 to 3 above.

Level N:  Repeat the same operation until each sub-sub-...-group consists
of one facility.
T At that time, the number of facilities in each group
should be the same or different by one.

Total Linkage Clustering Whereas [Tam92a]’s clustering method is a sort of
bottom-up approach, [DK85]’s is a sort of top-down approach. The process of
this clustering method is shown in Table 5.4.

To describe this method, I will show an example using the traffic matrix shown
in Table 5.3(a).

In Level 1, the facilities are separated into two-facility group and three-facility
group because the number of facilities is five. At Step 1, two groups are arbitrarily
created. Suppose that they are facilities No.1 and 2 and facilities No.3, 4 and
5. As Steps 2 and 3, swapping a facility of each group over is considered. For
example, facilities No.1 and No.3 may be swapped round because it reduces the
total traffic between two groups from 12 to 9 as shown in Figure 5.3. However,
after this swapping, no other swapping will occur because there are no facility pair
which can reduce the traffic if they are swapped over. Therefore, the clustering
of the first level is finished as shown in Figure 5.3(b).

In Level 2, the three-facility group (i.e. facilities No.1, 4 and 5) is similarly
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2 2
0
4 4
s
total linkage = 12 totdl linkage=9
(a) before swapping (b) after swapping

Figure 5.3. An example of swapping facilities over

separated into two sub-groups arbitrarily. As a result, one subgroup may include
facility No.1, while the other may include facilities No.4 and 5.

Finally, the result may become as shown in Figure 5.2(b). So, in this case, the
clustering result by [DK85]’s method is different from that by [Tam92a]’s method
as shown in Figure 5.2, though both of them started from the same traffic matrix
shown in Table 5.3(a). Consequently, the search space and the performance of

these two algorithms may be different owing to the clustering results.

5.4 Other Possible GAs

Comparing the three GAs mentioned in the previous sections, we may hit upon
some ideas for enhancement of these GAs. Here, I will discuss this matter from
three points of view: the search space; the chromosome representation; and the

clustering method.

The Search Space As already mentioned, the Tam and DK algorithms limit
the search space in order to use the reduced Polish expressions. Therefore, if there
is a good solution within the limited space, these algorithms may reach it with
high probability due to their intensive search in the space. But, if there are no
good solutions in the limited space, they may get very poor results. Consequently,

how to find out a good potential search space (i.e. a good clustering method)
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should be an important issue in FLLPs. However, finding out a good search space
may be highly dependent on FLP’s specification; accordingly, I think it is more
interesting to consider how to widen the search space from the limited space once

specified by a certain clustering method.

The Chromosome Representation Since the Cea algorithm uses Polish ex-
pressions as the chromosome representation, it requires special crossovers and mu-
tations as already mentioned. However, the mechanism of the special crossovers
and mutations are much more complex than that of conventional ones. Therefore,
this may slow the GAs down. So, it may be useful if we can establish a representa-
tion method which represents the Polish expression naturally and which permits
conventional operations of the crossovers and mutations.

As a possible approach, [W094]’s method may be mentioned. It is origi-
nally introduced for Genetic Programming (GP) rather than GAs. Because GP
treats tree structures with varied topology, the idea may be applicable for FLPs.
[WO94]’s idea is as follows. First, a basic tree is defined so that it can involve
all tree structures which may appear in a particular problem. Second, using a
part of the basic tree and non-branch operators: < and >, each chromosome is
represented. Third, the unused area of the basic tree is filled by dummy operands
or dummy operators at random.

To explain this idea, I will show an example. If we assume that the depth
of the basic tree is at most three, the basic tree’s topology is decided as shown
in Figure 5.4(a). Then, if we want to represent a tree shown in Figure 5.4(b),
it may be expressed like Figure 5.4(c), where < (or >) operator means “See the
left (or right) child node.” Since these operators only refer to one child node, 1
would like to call them non-branch operators. Incidentally, I will call ordinary
operators, U,B,R,L, branch operators.

Because the topology of the basic tree is constant, the places of operators and
operands are constant in the Polish expressions corresponding to the basic tree.
For instance, as for the Polish expression corresponding to the basic tree shown in
Figure 5.4(a); the first and second places must be occupied by operands, the third
place must be occupied by an operator, and so on. Therefore, if the Polish ex-

pressions are used as the chromosome representation, the conventional crossovers
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and mutations can be applied for this tree. For example, if two chromosomes
41>23R<21<34LBU and 34U12B>12B34L>R corresponding to the trees shown in
Figure 5.4(c) and (d) are two-point crossed over, two children 41>12B>21<34LBU
and 34U23R<12B34L>R corresponding to the trees shown in Figure 5.4(e) and (f)
may be produced. Of course, they are valid chromosomes in the GP.

However, this [W094]’s idea is unfortunately difficult to be applied for FLPs
immediately. This is because the number of facilities included in a child may be
different from the parent’s (See Figure 5.4(e)), and because some facility may
appear more than once or may not be used at all (See Figure 5.4(f)). That is,
the restrictions regarding the number of facilities may be so strong in FLPs that
even an idea which is suitable for GPs may be inapplicable directly.

Of course, the idea is not completely impossible. For an FLP involving N fa-
cilities, the non-terminal nodes can be filled by integers which index into a circular
list consisting of operators, U,B,R,L,<,>, rather than the operators themselves;
and the terminal nodes can be filled by integers which index into a circular list
consisting of facility indexes, 0,1,---, N, rather than the facility indexes them-
selves. Because the number of “active” terminal nodes and “active” non-terminal
nodes should be N and N — 1, respectively; some method which interprets un-
necessary branch operators as non-branch operators (and vice versa) may be

required.

The Clustering Method Although two types of clustering methods are men-
tioned in the previous sections, there have been many other clustering methods
as shown in [Chu89]. So, using one of them instead of the clustering method of
Tam (or DK) algorithm, we can produce many sorts of GAs for FLPs. However,
I would like to discuss the possibility of the stochastic clustering technique here
rather than using one of the conventional clustering methods.

For instance, suppose that we are clustering facilities by Tam’s method.
There, we have to pick up two facilities/clusters which have the highest traf-
fic. However, in a particular stage, there might be some alternatives which have
the same traffic. For example, if we have the traffic matrix shown in Table 5.3(a);

then, either facilities No.1 and No.2 or facilities No.4 and No.5 can be picked up
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(a) the basic tree

() child 1

76

(b) anormal STS

3] [a] [1]
(d) parent 2

(f) child 2

Figure 5.4. [WO-94]’s representation
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because they have the same traffic. Though Tam’s method decides the facil-
ity /cluster pair deterministically, it could choose at random in such cases.

Moreover, even if we do not meet such cases, we could use stochastic approach
for picking up facility/cluster pair. That is, a pair which does not have the highest
traffic might be picked up with less probability than the highest pair.

In summary, by using such a stochastic approach, many clustering results
will be produced, and they may be able to scatter initial chromosomes over the
search space. At that time, if we use reasonable clustering methods, the initial
chromosomes may locate in the neighbourhood of excellent solutions and this

might make the search quite effective.

5.5 The Tam2, DK2 and Kad algorithms

Among the basic ideas above, | have tried to expand the search space of the Tam

and DK algorithms. Here, I will describe my approach.

Chromosome Representation In order to expand the search space of the

Tam algorithm, I modified the chromosome representation as follows.

reduced Polish expression | Polish expression’s template
(e.g. RLU) (e.g. 12%34%%)

The first part of the chromosome is the reduced Polish expression which is same
as Tam’s (or DK’s) representation. The second part specifying the topology and
terminal nodes of the STS is the Polish expression’s template, which is introduced
in Section 4.4. For example, the STS shown in Figure 5.5(a) corresponding to the
Polish expression 12R34LU is encoded as RLU12%34%%. This is because its reduced
Polish expression is RLU and because its template is 12%34%%, where % means an

operator’s position.

Crossovers and Mutations For this representation, if the second part is re-
garded as one gene, the similar operations to conventional crossovers and muta-

tions can be applied. For instance, because the splitting point of crossovers will
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(3] [4]

(a) before mutation (b) after mutatibn

Figure 5.5. A mutation of the Tam2/DK2/Kad algorithms

not be set inside of the second part, crossovers will not break the STS topology.
That is, the child created by crossovers is always valid representation of a layout.

In the mutation, if the second part is chosen to be mutated, the STS topology
will be changed by swapping two subtrees over. At that time, the subtrees are
randomly chosen so that they can not overlap each other. For instance, if an STS
and subtrees are given as shown in Figure 5.5(a), the mutated STS will be as

shown in Figure 5.5(b) and the chromosome will be LRU134%%2%.

The Tam2 and DK2 algorithms Applying the above representation and
operations of crossovers and mutations to the Tam and DK algorithms, new GAs
which can search larger space than the original algorithms can be obtained. This
is because if a mutation happens on the Polish expression’s template, the new
GAs can change the STS topology and/or the terminal nodes of the STS. For
convenience, | will call the new GAs the Tam2 and DK2 algorithms, respectively.

All the other specifications of new GAs are same as original GAs.

The Kad algorithm When we use the above representation and operations of
crossovers and mutations, we do not have to set up all the chromosomes so that
they can have the same STS topology. Therefore, instead of using one clustering
result, I tried to use both results of Tam’s and DK’s clustering methods. Here,

50% of initial chromosomes have Tam’s clustering result and the other 50% have
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DK’s clustering result. For convenience, I will call this algorithm Kad. Similarly,
the Kad algorithm uses the same GA parameters, environments, etc. of the Tam

and DK algorithms.

5.6 Summary

As a summary, I put the specifications of six GAs in Table 5.5.
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Table 5.5. The specifications of six GAs
Crossovers the topology search
name || representation | and and operand operators | space
mutations positions of the (STS
initial STS topology)
special fixed topology
Cea Polish operations (See Table 5.1) | Uand L | free
expression (See Table 5.1) | and random only
operands
reduced decided by limited
Tam Polish ordinary the average U,B,L,R | in the
expression operations linkage method initial
(See Table 5.2) topology
decided by limited
DK same as Tam | same as Tam the total U,B,L,R | in the
linkage method initial
(See Table 5.4) topology
reduced special
Tam?2 || Polish operations same as Tam U,B,L,R | free
expression (See Section 5.5)
+ its template
DK2 same as Tam?2 | same as Tam?2 same as DK U,B,L,R | free
50% are same
Kad same as Tam?2 | same as Tam?2 as Tam and U,B,L,R | free

the others are
same as DK




Chapter 6

Experiments and Results

6.1 The Design of Experiments

6.1.1 The Objectives of Experiments

As already mentioned in Section 2.3, my research interests are:

o Investigating GA parameters to find out if there are some special combina-

tions which are effective to FL.Ps independent of specific problems

o Comparing GA performance with other algorithms based on the standard

problems

o Comparing different GAs performance with each other from the perspective

of STS usage

[ first did experiments about the investigation of GA parameters. Then, using
the results of those experiments, I compared six types of GAs with each other
as well as with other algorithms (SA and QN). In this chapter, I will describe
these experiments and discuss the results, after introducing some tools of my

experiments.

6.1.2 PGA Program

PGA (Parallel GA) is a GA simulator which has been developed in Edinburgh
University Al department [RH95]. The original program was designed by Ballinger,

81
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Table 6.1. PGA usage for FL.Ps

lop-pga [ -ralgorithm | [ -eproblem_file | [ -sselection_method |

[ =Pnumber_of_populations | [ -ppopulation_size ]
[ -mmutation_rale | [ —ccrossover_rale |
[ =Ccrossover_points | [ -t ]

algorithm = loprrraaa

where rrr = reproduction-method

(gen: generation-based)

(one: Genitor)

and aaa = GA’s name

(Cea, Tam, DK, Tam2, DK2, Kad)

problem_file = lopfile

where file = the name of FLP specification file (e.g. Kea91-11)
selection_method = rank, tnS or tmS

where S = tournament size

(tn = tournament selection)

(tm = modified tournament selection)
crossover_poinls = one or two

showing the number of crossover points

-t = If added, two complementary children will be
produced per generation. This option is valid
only for Genitor reproduction.

but the current version is due to Ross, who has designed it partly to serve as a
starting point for various GA applications. Based on this original program, I
added some functions to solve FLPs. Table 6.1 shows a brief usage of PGA
related to FLPs.

6.1.3 Statistical Tests

To compare the performance of two or more algorithms, I used three types of

statistical tests: t-tests, F-tests and protected t-tests.
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Table 6.2. The procedure of a t-test

Step 1: obtain each sample’s mean m;, standard deviation s;,
and sample size n;; where 1 = 1 or 2.

Step 2: estimate the combined standard deviation of both samples s..,,

. (n1—1)5?+(n2—1)s§ 1 1
Soom = ‘(L + 1)

n1+n2—2

Step 3: calculate t-value ¢ and degree of freedom df
== df =ny +ny —2

Step 4: obtain the critical t-value t..;; on df and on the criterion of
significance.

Step b: ift < —top o1 Loy < U,
then the sample’s difference can be said to be significant.

T-tests T-tests are sometimes used for testing if there is a substantial difference
between the means of two sampled populations [WEC91].

The t-tests require the following assumptions. First, both of the two samples
follow the normal curve model. Second, the two samples have the same standard
deviations. Therefore, if the sizes of two samples are significantly different, t-
tests may not be useful for evaluations. In my thesis research, I will use t-tests
to compare two sets of samples only if both sets contain at least ten samples.
The procedure of a t-test is shown in Table 6.2. Using t-tests, we can evaluate

whether some algorithm’s performance are probably significantly different or not.

F-tests Whereas the t-test is useful for comparing two samples, it is not suit-
able for comparing more than two samples because many t-tests may increase
statistical error. [WEC91].

Suppose that the means of samples to be compared are my, msy,...m; where
k is the number of samples. Then, k(k — 1)/2 t-tests are necessary to compare
each pair of the samples (i.e. m; and m;(¢v # j)). However, each t-test has some

criterion of significance; therefore, many t-tests may cause substantial statistical
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error. For instance, if the criterion of significance is 5% and if &k is 5, then the
expected value of the number of errors is 0.5 (0.05 x 5(5-1)/2 = 0.5).

So, instead of the t-tests, F-tests are sometimes used in such cases. In F-test,
F-ratio which is the ratio of the within-group variation to the between-group
variation, is used for the decision if m; are all same. That is, the F-ratio should

be large when the means of samples are significantly different. The procedure of

F-test is shown in Table 6.3 [WEC91].

Protected t-tests When F-test shows that the means of groups are different,
protected t-tests are sometimes used to know which sample’s mean is significantly
different from another. Unlike ordinary t-tests, the protected t-tests calculate t-

scores by combining standard deviation of all groups as follows. [WEC91]

my —my

t =
VMSw(x + %)

At that, df = YF N; — k is used to define the degree of freedom.

6.2 GA Parameters Investigation

6.2.1 The Experiments

In addition to the GA parameters investigated by [SCEDS89], three types of selec-
tion methods are added for my investigation. Table 6.4 shows the GA parameters
which T used in my investigation.

The table includes 12 x 7 x 6 x 2 x 3 = 3024 variations of GA parameters.
Therefore, if we investigate each combination ten times, 453600 experiments are
required for fifteen FLPs. (i.e. 453600 = 3024 x 10 x 15) However, this number
is so large that I used a hill-climbing investigation style rather than a full inves-
tigation style. The procedure of hill-climbing investigation is shown in Table 6.5

In this hill-climbing investigation, only 30 (= 124746+42+3) variations will
be investigated. Because this number is about 1% of the full investigation, this
hill-climbing investigation ignores most of the space of GA parameters variation.

Therefore, the final set of parameters chosen is potentially a local optimum in
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Table 6.3. The procedure of a F-test

Step 1: calculate total sum of squares (SS57)
S5 =y X2 — QX

where X = score of each observation

Step 2: calculate sum of squares between groups (SS5g)
O-X1)? | O Xp)? O-Xk)? G X)°

where

>~ X; = sum of scores in group 1
k = number of groups
N; = number of scores in group 1

Step 3: obtain sum of squares within groups (5 Sw)
ASYSW - SAgT - ASYSB

Step 4: obtain the degrees of freedom between groups (dfg) and within groups (dfw)
dfg =k —1
dfw = N — k

Step 5: calculate F-score as the ratio of the mean squares between groups
(symbolised by M Sg) and within groups (symbolised by M Sy)

F— MSg _ SSp/iip
MSy — SSw/dfw

Step 6: obtain the critical F-score F.,.; on dfg and dfy and
on the criterion of significance

Step 7: if F' < —F..;; or F..;; < F, the means of groups can be
sald to be different.
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Table 6.4. GA parameters to be investigated

investigating parameters

crossover rate 0, 0.05, 0.15, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75,
0.85, 0.95, 1

mutation ratef 0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1

population size 10, 20, 30, 50, 100, 200

crossover points one point, two points

selection methods rank, tournament, modified tournament

(tournament size = 5)
common parameters
reproduction method generation-based
number of populations 1
max number of generations 100

7In the Tam and DK algorithms, the conventional mutation will occur on each
allele with the probability of mutation rate. In the Cea algorithm, one of three
types of mutations shown in Table 5.1 is applied with the probability.
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Table 6.5. The procedure of hill-climbing investigation
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Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

default parameters set up
A combination of GA parameters to be investigated
is selected arbitrarily. Call them default parameters.

crossover rate investigalion

To find the best crossover rate among twelve alternatives shown
in Table 6.4, do ten experiments for each alternative.

At that time, set the other GA parameters as the default.
Choose the best crossover rate among the alternatives by seeing
the best individual performance, and regard it as the new default
parameter of crossover rate.

mautation rate investigation

Decide the best mutation rate from seven alternatives in similar
way to Step 2, and regard it as the new default parameter of
mutation rate.

crossover points investigation

Decide the best number of crossover points from two alternatives
in similar way to Step 2, and regard it as the new default
parameter of the number of crossover points.

selection method investigation

Decide the best selection method from three alternatives in
similar way to Step 2, and regard it as the new default
parameter of the selection method.

population size investigation

Decide the best population size from six alternatives in
similar way to Step 2, and regard it as the new default
parameter of the population size.

final results
Regard the final set of default parameters as the best
GA parameters.
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Table 6.6. The best GA parameters (the Cea algorithm)

problem | population | selection | crossover | mutation
size method rate rate
Kea91-11 200 tnb 0.95 0.1
Kea9l-11a 200 tmb 1.00 0.1
Kea91-16 200 rank 0.75 0.005
Kea91-20 200 tnb 0.95 0.05
TLI1-5 200 tmb 0.25 0.1
TLI1-6 200 rank 0.65 0.1
TLI1-7 200 rank 0.35 0.1
TLI1-8 200 tnb 0.85 0.1
TLI1-12 200 rank 0.95 0.1
TLI1-15 200 tnb 0.55 0.1
TLI1-20 200 tmb 0.75 0.1
TL91-30 200 rank 0.75 0.05
Tam92-20a 200 tmb 0.45 0.001
Tam92-30a 200 tmb 0.95 0.001
VCea91-10 200 rank 0.05 0.1

Because the Cea algorithm uses special crossover methods, the
investigation for the number of crossover points was not done.

this space. Nevertheless, I used hill-climbing method to save time. If precise

results are necessary, further iterations of Steps 2 to 6 in Table 6.5 could be done.

6.2.2 Results and Discussions

Solving the fifteen standard FLPs using the Cea, Tam and DK algorithms, I ob-
tained the best GA parameters shown in Tables 6.6 to 6.8, which are summarised
in Table 6.9. In the table, the number in each slot stands for how many times
the given parameter led to the best solution using the given algorithm.

From Table 6.9, we can conclude as follows. As for crossover rates and the
number of crossover points, no particular value shows outstanding performance.
Regarding mutation rates, the value around 0.01 may be most suitable for the

Tam /DK algorithms, whereas the value of 0.1 seems more suitable for the Cea
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Table 6.7. The best GA parameters (the Tam algorithm)

problem | population | crossover | selection | crossover | mutation
size points method rate rate
Kea91-11 200 two tmb 0.55 0.020
Kea91l-11a 200 two tnd 0.25 0.010
Kea91-16 200 two tmb 0.25 0.005
Kea91-20 200 two rank 0.00 0.010
TLI1-5 20 two tnd 0.25 0.010
TLI1-6 100 one tnd 0.15 0.010
TLI91-7 200 one tnd 0.55 0.010
TLI1-8 50 two rank 0.45 0.010
TLI91-12 200 one tnd 0.85 0.010
TLI1-15 50 one rank 0.75 0.010
TL91-20 200 one tmb 1.00 0.005
TL91-30 200 two tmb 0.55 0.005
Tam92-20a 100 two tmb 1.00 0.001
Tam92-30a 200 two tmb 0.85 0.005
VCea91-10 200 one tmb 1.00 0.010
Table 6.8. The best GA parameters (the DK algorithm)
problem | population | crossover | selection | crossover | mutation
size points method rate rate
Kea91-11 200 one tnd 0.95 0.01
Kea91l-11a 200 one tnd 0.95 0.01
Kea91-16 50 two tmd 0.00 0.01
Kea91-20 200 two rank 0.45 0.01
TLI1-5 100 two tmb 0.25 0.005
TLI1-6 50 one tnd 0.65 0.02
TLI91-7 20 two tnb 0.95 0.05
TLI1-8 50 two rank 0.15 0.01
TLI1-12 200 one tmb 0.05 0.02
TL91-15 100 one tnd 0.25 0.02
TL91-20 200 one tnd 0.85 0.01
TL91-30 200 two tnd 0.75 0.002
Tam92-20a 30 one tmb 1.00 0.005
Tam92-30a 200 two tmb 0.65 0.01
VCea91-10 200 two tnd 0.25 0.02
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Table 6.9. A summary of GA parameters investigation

Crossover Rate

| 10.00 [ 0.05[0.15[0.25]0.35 [ 0.45 ] 0.55 [ 0.65 | 0.75 | 0.85 | 0.95 | 1.00 |

Cea 1 1 1 1 1 1 3 1 4 1
Tam 1 1 3 1 3 1 2 3
DK 1 1 1 3 1 2 1 1 3 1
total : y 7 1 3 4 3 bt 4 7 )

Mutation Rate
| | 0.001 | 0.002 | 0.005 | 0.010 | 0.020 | 0.050 | 0.100 |

Cea 2 1 2 10
Tam 1 4 9 1
DK 1 2 8 4
total 3 1 7 17 5 2 10

Population Size
| 10 [20 30 | 50 [ 100 | 200 |

Cea 15
Tam 1 2 2 10
DK 1 3 2 8
total 211 |5 4 33

Crossover Points and Selection Methods
‘ ‘ one ‘ two H rank | tnd ‘ tmbH ‘

Cea - - 6 4 5
Tam 6 9 3 5 7
DK 7 8 2 8 5
total || 13 | 17 11 17 | 17

The number in each slot stands for how many times the given
parameter led to the best solution.
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algorithm. In the selection method investigation, the Tam/DK algorithms may
obtain best results with the (modified) tournament selection methods, while the
Cea algorithm reaches good results with rank method. As regards the population
size, larger populations are best in every algorithm, especially Cea.

Although most of these findings can not be explained clearly, I can say the
following.

First, higher mutation rate is preferable in the Cea algorithm than in the Tam
and DK algorithms. This is probably because the definition of mutation rate for
Cea is different from that for Tam/DK. That is, while the mutation rate for
Tam /DK is the probability of mutating each allele of a chromosome, that for Cea
is the probability of mutating a chromosome. For example, if we assume M is the
mutation rate and L is the length of the chromosome (i.e. the number of alleles),
the probability of mutating a chromosome in the Cea algorithm is M and that
in Tam/DK is L. x M approximately. In addition, since Cea generally searches
a larger space than Tam/DK as already mentioned in Chapter 4, changing STS
topology may be critical for this algorithm. Because the Cea algorithm sets up
initial chromosomes so that they have the same STS topology as shown in Fig 5.1,
they cannot change their STS topology without MU3 operations (Table 5.1). So,
in order to escape from the initial mediocre STS topology, the Cea algorithm
might need higher mutation rate than the Tam/DK algorithms. Actually, I did
another mutation rate investigation for the Cea algorithm using the mutation
rate more than 0.1 as shown in Table 6.10. As the result of the investigation, I
confirmed higher mutation rate than 0.1 certainly showed better results in Cea
as shown in Table 6.11.

Second, the good performance of larger population sizes is probably due to
the larger number of evaluations. Because the experiments were done in the same
number of generations (i.e. constantly 100), the GA with larger population size
produced and evaluated more chromosomes. Considering the fact that this ten-
dency is stronger in the Cea algorithm, the Cea algorithm may need much more
evaluations than the Tam /DK algorithms to discover solutions in its larger search
space. However, apart from the number of evaluations, the larger population size
itself might have some effects in FLPs. So, this issue will be investigated in the

experiment in the next section.
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Table 6.10. The specification of additional mutation rate investigation for the
Cea algorithm

investigating parameters

mutation rate 0.1, 0.2, 0.4, 0.6, 0.8, 1.0
other specifications

algorithm Cea

problems the fifteen FLPs
population size the best parameter shown in Table 6.6
selection method same as above

crossover rate same as above
reproduction method generation-based
number of populations 1

max number of generations 100

Table 6.11. The result of additional mutation rate investigation for the Cea
algorithm

the best the best

problem | mutation rate problem | mutation rate
Kea91-11 0.2 TLI1-12 0.8
Kea91-11a 0.6 TLI1-15 1.0
Kea91-16 1.0 TLI1-20 1.0
Kea91-20 0.8 TL91-30 1.0
TLI1-5 1.0 Tam92-20a 1.0
TLI1-6 0.2 Tam92-30a 1.0
TLI1-7 0.6 VCea91-10 0.4

TLI1-8 1.0
Summary

mutation rate || 0.1 [ 0.2 | 0.4 | 0.6 | 0.8 | 1.0
*frequency 2 1 2 | 2| 8

(*) The frequency stands for how many times the
given mutation rate led to the best solution.
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6.3 Algorithm Comparison

6.3.1 The Experiments

In Chapter 4, six GAs (Cea, Tam, DK, Tam2, DK2, Kad) for FLPs were intro-
duced. Here, I will compare these algorithms’ performance with each other and
with other algorithms shown in Figure 3.1. In addition, I will investigate the
effects of population size, the number of populations and reproduction method
as well. The specifications of these experiments are shown in Tables 6.12 to 6.16.

As for mutation rate, the higher probability of 0.8 is set for the Cea algo-
rithms whereas the probability of 0.02 is set for the other five algorithms. This
is because the definition of the mutation rate for Cea is different from the others
and because much higher mutation rate may be preferable in the algorithm as
already mentioned in the previous section.

Similarly, higher value of 1000 is mainly used in this comparison. It is because
the observation that higher population size seems to be preferable was found in
the previous investigation.

As regards other GA parameters (i.e. crossover rates, the number of crossover
points and selection methods), traditional value or methods are chosen as default.
However, the best parameters’ combination found in the previous experiments are

also used for GAs comparison with other algorithms.
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Table 6.12. The specification of GAs comparison

algorithms:
problems:
crossover rate:
crossover points:
mutation rate:

selection method:
population size:
reproduction method:

max number of generations:

number of populations:
experiments:

Cea, Tam, DK, Tam2, DK2, Kad
15 FLPs

0.65

two

0.8 (for the Cea algorithm)

0.02 (for the other algorithms)

rank

1000

generation based (gen) and

Genitor with twin children (two)

200 (for gen), 100000 (for two)

(i.e. max number of evaluations = 200000)
1

10 times for each variation

94
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Table 6.13. The specification of GAs comparison with other algorithms

algorithms: Cea, Tam, DK, Tam2, DK2, Kad
against simulated annealing ([KJK91], [Tam92b])
and quasi-Newton methods ([TL91], [VCCV91])
problems: 15 FLPs
crossover rate: 0.65 or best
crossover points: two or best
mutation rate: 0.8 (for the Cea algorithm),
0.02 (for the other algorithms) or best
selection method: rank or best
population size: 50, 200, 1000 or best
reproduction method: generation based (gen)
Genitor with single child (one) or
Genitor with twin children (two)
number of populations: 1,4, 10
max number of evaluations: as with non-GA algorithms
comparison method: t-test (if original paper contains many samples)
comparison of the best results (otherwise)

Best stands for the best GA parameters shown in Tables 6.6, 6.7, 6.8 and 6.11.
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Table 6.14. The specification of population size investigation
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population size:
algorithms:
problems:
crossover rate:
crossover points:
mutation rate:

selection method:
reproduction method:
the number of generations:

the number of populations:
experiments:

50, 200, 1000
Cea, Tam, Kad
15 FLPs

0.65

two

0.8 (for the Cea algorithm)

0.02 (for the other algorithms)

rank

generation based (gen)

4000, 1000, 200

(so that max number of evaluations = 200000)
1

10 times for each variation

Table 6.15. The specification of reproduction methods investigation

reproduction method:

algorithms:
problems:
crossover rate:
crossover points:
mutation rate:

selection method:
population size:
the number of generations:

the number of populations:
experiments:

generation based (gen)

Genitor with single child (one) and
Genitor with twin children (two)

Cea, Tam, Kad

15 FLPs

0.65

two

0.8 (for the Cea algorithm)

0.02 (for the other algorithms)

rank

1000

200 (for gen), 200000 (for one), 100000 (for two
(i.e. max number of evaluations = 200000)

1

10 times for each variation

)
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Table 6.16. The specification of the investigation for the number of populations

the number of populations:
algorithms:

problems:

crossover rate:

crossover points:

mutation rate:

selection method:
population size:
reproduction method:

the number of generations:
experiments:

migration methods:

migration interval:

1, 4, 10
Cea, Tam, Kad

15 FLPs

0.65

two

0.8 (for the Cea algorithm)

0.02 (for the other algorithms)

rank

1000, 250, 100 (so that total population = 1000)
generation based (gen)

200 (i.e. max number of evaluations = 200000)
10 times for each variation

A chromosome is chosen from one population
(the first population is chosen for the first
migration, the second for the second and so on)
and copied into all the other populations.

10 generations
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6.3.2 Results and Discussion

All experimental results are shown in Figures 6.1 to 6.8. In these figures, each
number indicates the mean of ten best individual scores after 200000 evaluations,

and the names of GAs are indicated by the following form.

rrraaa/Pggqg . Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)
999 = the number of populations (1, 4, 10)
ppp = population size x the number of populations
(50, 200, 1000) or
best (where GA parameters shown in tables

6.6, 6.7, 6.8, and 6.11 are used.)

To compare particular GA pairs, t-tests with the criterion of significance of
0.05 were used. In Figures 6.9 to 6.13 and 6.17 to 6.20, a “better” is shown in

“.7g are shown in both columns in case

the better algorithm’s column, and two

no significant difference between the two GAs was found. The detailed results

also can be seen in Appendix B.



CHAPTER 6. EXPERIMENTS AND RESULTS

99

Kea91l-11a
TLO91-12
TL91- 15

Kea91l- 16
Kea91l- 20
TL91- 20

TanB2- 20a
TL91- 30

TanB2- 30a

genCea/
P1. Pp1000

genTam

P1. Pp1000

genDK/

P1. Pp1000

genTan/
P1. Pp1000

genDK2/

P1. Pp1000

genKad/

P1. Pp1000

Kea91l-1la
TL91-12
TL91- 15

Kea91l- 16
Kea91l- 20
TL91- 20

TanB2- 20a
TL91- 30

TanB2- 30a

t woCea/

t woTan

t wo DK/

t woTang/
P1. Pp1000

t woDK2/

P1. Pp1000

t woKad/

P1. Pp1000

Figure 6.1. The mean of the best scores in algorithm comparison (after 200000

evaluations)
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genCea/ genTam genDK/ genTan/ genDK2/ genKad/
P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000
TL91-5 0. 00% 0. 00% 17. 45% 0. 00% 3.19% 0. 00%
TL91-6 0. 00% 4.53% 4.53% 0. 00% 0. 45% 0. 00%
TL91-7 0. 00% 30. 49% 15. 86% 8. 45% 6. 61% 10. 23%
TL91-8 0. 00% 9. 07% 34. 26% 5.91% 8. 01% 5. 75%
VCea91- 10 13. 64% 2.64% 7.44% 0. 54% 0. 00% 0. 15%
Kea91l-11 0. 05% 12. 99% 10. 04% 0. 04% 5.07% 1.99%
Kea91l- 11a 0. 00% 8. 54% 21. 68% 1.81% 2.73% 1.82%
TLO91-12 0. 00% 7.75% 11. 87% 3. 73% 4. 70% 4. 85%
TL91- 15 7.95% 1.61% 8.22% 0. 16% 4. 43% 4. 39%
Kea91l- 16 78. 27% 7.50% 19. 05% 0. 00% 3. 75% 5.94%
Kea91l- 20 15. 02% 3.57% 4.42% 2.17% 4. 06% 2. 06%
TL91- 20 24. 74% 5.28% 10. 92% 3. 54% 7.83% 2.62%
TanB2- 20a 19. 98% 3. 05% 2.66% 1.12% 0. 99% 0. 90%
TL91- 30 123. 81% 21. 76% 8.11% 22. 30% 10. 72% 10. 62%
TanB2- 30a 18. 53% 10. 64% 3.22% 3. 26% 3.07% 3.19%
t woCea/ t woTan t wo DK/ t woTang/ t woDK2/ t woKad/
P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000
TL91-5 0. 00% 0. 00% 17.45% 0. 00% 15. 70% 0. 00%
TL91- 6 1. 09% . 53% 4.53% 4. 08% 4. 08% 3.17%
TL91-7 4. 35% 30. 49% 15. 86% 21. 15% 15. 34% 12. 47%
TL91-8 1. 04% 9. 07% 34. 26% 9. 07% 9. 81% 9. 07%
VCea91- 10 6. 49% 2.42% 7.11% 2.31% 2.74% 1. 99%
Kea91l-11 0. 00% 12. 98% 10. 04% 2.04% 7.85% 6. 19%
Kea91l-1la 2. 75% 8. 54% 21. 68% 3. 36% 9. 97% 2.28%
TL91-12 18. 07% 7.17% 11.87% 6. 09% 4. 57% 4. 68%
TL91- 15 28. 33% 0. 56% 7.78% 0.11% 3. 64% 0. 00%
Kea91l- 16 112. 02% 0. 00% 0. 00% 1.25% 3.12% 2.48%
Kea91l- 20 26. 59% 1.51% 0. 00% 0. 85% 0. 05% 0. 85%
TL91- 20 65. 13% 2.44% 10. 02% 0.24% 4. 24% 0. 00%
TanmB2- 20a 20. 24% 1. 95% 1. 88% 0. 56% 1.23% 0. 00%
TL91- 30 177. 29% 17.43% 5.44% 5.33% 1.22% 0. 00%
TanmB2- 30a 21. 19% 8. 99% 2.10% 1.50% 0. 44% 0. 00%

Figure 6.2. Percentage by which each result is worse than the best for a partic-
ular problem (corresponding to Figure 6.1)
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genCea/ genCea/ genCea/ genTan! genTan! genTan! genKad/ genKad/ genKad/
P1. Pp50 P1. Pp200 P1. Pp1000 P1. Pp50 P1. Pp200 P1. Pp1000 P1. Pp50 P1. Pp200 P1. Pp1000
TL91-5 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15
TLI91-6 361. 45 361.45 361.45 377.84 377.84 377.84 371.28 369. 65 361.45
TL9L-7 613. 89 603. 86 595. 89 771.57 771.57 771.57 685. 62 690. 41 656. 83
TL91-8 911.75 891.77 883.76 995. 92 973.09 963. 95 947.78 937.00 934. 56
VCea91- 10 26614. 31 24774. 32 24440. 66 22193.76 22181. 24 22074.93 21843.05 21550. 28 21538. 61
Kea91-11 3057.90 3011.88 2947.11 3344. 48 3342.45 3328. 10 3064. 78 3042.96 3004. 08
Kea91- 11a 2251.18 2243.71 2266. 87 2470. 47 2471. 65 2460. 45 2299. 94 2307.56 2308. 23
TL91-12 3860. 45 3643. 20 3614.52 4061. 78 3951. 69 3894. 58 3844. 24 3773.40 3789. 74
TL91- 15 9516. 45 9279.54 8924. 41 8644. 35 8756. 32 8400. 31 8180. 13 8426.51 8629. 88
Kea91- 16 105. 69 102. 50 114. 09 70. 40 69. 00 68. 80 65. 19 68. 40 67. 80
Kea91- 20 195. 50 196. 69 189. 89 168. 69 170. 39 171. 00 168. 00 168. 00 168. 50

TL91-20 19466. 58 19100. 39 21266. 95 17710. 20 18011. 20 17949. 37 17284. 03 17107. 13 17495. 76
TanB2- 20a 22502. 69 24175.53 25069. 13 21514. 41 21434.70 21532.31 21219.39 21349.92 21083. 19
TL91-30 58339. 42 59881. 24 101773. 54 55878. 96 54348. 69 55368. 81 52654. 90 49061. 87 50300. 66
TanB2- 30a 50463. 72 49051. 12 52672. 19 49467. 97 49312. 13 49162. 65 46407. 08 45434, 55 45853. 37

Figure 6.3. The mean of the best scores in population size investigation (after

200000 evaluations)

Comparison of GAs The comparisons of six GAs are shown in Figures 6.1
and 6.2. And some t-test results are shown in Figures 6.9 to 6.13.

Comparing the Cea and the Tam/DK algorithms, a clear characteristic can
be seen. As shown in Figure 6.9, Cea beat Tam/DK in most FLPs having a
small number of facilities, while Tam /DK completely outperformed Cea in FLPs
consisting of large numbers of facilities. Although the border line between smaller
and larger FLPs is vague, this feature can be obviously seen in the results of t-
tests. This difference may be caused by the size of the search space in each
algorithm. Because Cea searches larger space, Cea may be slower to reach good
solutions in larger FLPs.

Of course, as fifteen t-tests are used for each comparison, one or possibly two
t-test results may be wrong due to the criterion of significance of 0.05. However,
the tendency that Cea is strong for small FLPs and that Tam/DK is preferable
for large FLLPs may be too strong to be rejected due to it.

On the other hand, as shown in Figure 6.10, the number of facilities seems to
have no effect on the performance difference between Tam and DK and between
Tam2 and DK2. Since Tam/Tam2 obtained better scores than DK/DK2 on seven
to ten FLPs whereas DK/DK2 outperformed Tam/Tam2 on four to six FLPs,
the clustering method of Tam/Tam2 might be better than that of DK/DK2.

As for the difference between Tam?2 and Kad, Kad may show superiority in the
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genCea/ genCea/ genCea/ genTan! genTan! genTan! genKad/ genKad/ genKad/

P1. Pp50 P1. Pp200 P1. Pp1000 P1. Pp50 P1. Pp200 P1. Pp1000 P1. Pp50 P1. Pp200 P1. Pp1000
TL91-5 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00%
TL91-6 0. 00% 0. 00% 0. 00% 4.53% 4.53% 4.53% 2.72% 2.21% 0. 00%
TL9L-7 3.02% 1. 34% 0. 00% 30. 49% 30. 49% 30. 49% 15. 06% 15. 86% 10. 23%
TL91-8 3.17% 0.91% 0. 00% 12. 69% 10. 11% 9.07% 7.24% 6. 02% 5. 75%
VCea91- 10 23.57% 15. 02% 13.47% 3. 04% 2.98% 2.49% 1.41% 0. 05% 0. 00%
Kea91-11 3.76% 2.20% 0. 00% 13. 48% 13.41% 12.93% 3.99% 3.25% 1.93%
Kea91- 11a 0.33% 0. 00% 1.03% 10. 11% 10. 16% 9. 66% 2.51% 2.85% 2.88%
TL91-12 6. 80% 0.79% 0. 00% 12.37% 9.33% 7.75% 6. 36% 4. 40% 4.85%
TL91- 15 16. 34% 13. 44% 9.10% 5.67% 7.04% 2.69% 0. 00% 3.01% 5.50%
Kea91- 16 62. 13% 57.23% 75.01% 7.99% 5. 84% 5. 54% 0. 00% 4.92% 4.00%
Kea91- 20 16.37% 17. 08% 13. 03% 0. 41% 1. 42% 1.79% 0. 00% 0. 00% 0.30%
TL91- 20 13.79% 11. 65% 24.32% 3.53% 5. 28% 4.92% 1.03% 0. 00% 2.21%
TanB2- 20a 6. 73% 14.67% 18.91% 2.05% 1.67% 2.13% 0. 65% 1.27% 0. 00%
TL91-30 18.91% 22.05% 107. 44% 13.89% 10. 78% 12. 86% 7.32% 0. 00% 2.52%
TanB2- 30a 11.07% 7.96% 15. 93% 8.88% 8.53% 8.21% 2.14% 0. 00% 0.92%

Figure 6.4. Percentage by which each result is worse than the best for a partic-
ular problem (corresponding to Figure 6.3)

genCea/ genCea/ genCea/ genTan! genTan! genTan genKad/ genKad/ genKad/
P1. Pp1000 P4.Pp1000  P10. Pp1000 P1. Pp1000 P4. Pp1000  P10. Pp1000 P1. Pp1000 P4.Pp1000  P10. Pp1000
TL91-5 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15
TL91-6 361.45 361. 45 361. 45 377.84 377.84 377.84 361. 45 366. 37 368. 01
TL91-7 595. 89 606. 18 611.58 771.57 771.57 771.57 656. 83 662. 47 669. 98
TL91-8 883.76 890. 57 910. 04 963. 95 968. 52 963. 95 934. 56 949. 24 955. 49
VCea91- 10 24440. 66 26145. 17 27898. 12 22074.93 22047. 65 22025. 93 21538. 61 21570. 59 21470. 67
Kea91-11 2947.11 2940. 38 3056. 54 3328. 10 3328. 10 3327.91 3004. 08 3018. 82 3074. 64
Kea91- 11a 2266. 87 2277.56 2317.58 2460. 45 2471.58 2463. 23 2308. 23 2313.26 2326.13
TL91-12 3614.52 3750. 75 4094. 22 3894. 58 3873.53 3896. 36 3789.74 3788. 47 3785. 82
TL91- 15 8924. 41 9987. 69 10230. 45 8400. 31 8462. 15 8320. 92 8629. 88 8503. 98 8343.98
Kea91- 16 114. 09 120. 80 121.69 68. 80 65. 40 67. 40 67. 80 67.40 68. 40
Kea91- 20 189. 89 203. 80 221.10 171. 00 171. 60 170. 19 168. 50 170. 50 171. 60
TL91- 20 21266. 95 24357. 82 27848.71 17949. 37 17932.51 17847.57 17495. 76 17835. 75 18293. 26
TanB2- 20a 25069. 13 25126. 82 25420. 38 21532.31 21446. 84 21656. 46 21083. 19 21582. 12 21557. 20
TL91-30 101773. 54 116348. 04 130610. 35 55368. 81 55923.73 56721.12 50300. 66 51981. 89 55603. 00
TanB2- 30a 52672. 19 54657. 95 56555. 55 49162. 65 50032. 55 49927. 20 45853. 37 45999. 94 47034.10

Figure 6.5. The mean of the best scores in the investigation for the number of
populations (after 200000 evaluations)
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genCea/ genCea/ genCea/ genTan! genTan! genTan genKad/ genKad/ genKad/
P1. Pp1000 P4.Pp1000  P10. Pp1000 P1. Pp1000 P4. Pp1000  P10. Pp1000 P1. Pp1000 P4.Pp1000  P10. Pp1000
TL91-5 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00%
TL91-6 0. 00% 0. 00% 0. 00% 4.53% 4.53% 4.53% 0. 00% 1.36% 1.81%
TL9L-7 0. 00% 1.73% 2.63% 30. 49% 30. 49% 30. 49% 10. 23% 11.17% 12.43%
TL91-8 0. 00% 0.77% 2.97% 9.07% 9.59% 9.07% 5. 75% 7.41% 8.12%
VCea91- 10 13.83% 21.77% 29.94% 2.81% 2.69% 2.59% 0.32% 0.47% 0. 00%
Kea91-11 0.23% 0. 00% 3.95% 13.19% 13.19% 13.18% 2.17% 2.67% 4.57%
Kea91- 11a 0. 00% 0.47% 2.24% 8.54% 9.03% 8. 66% 1.82% 2.05% 2.61%
TLI91-12 0. 00% 3.77% 13.27% 7.75% 7.17% 7.80% 4.85% 4.81% 4. 74%
TL91- 15 7.25% 20. 03% 22.95% 0. 95% 1.70% 0. 00% 3.71% 2.20% 0.28%
Kea91- 16 74. 45% 84.71% 86.07% 5. 20% 0. 00% 3. 06% 3.67% 3.06% 4.59%
Kea91- 20 12. 69% 20. 95% 31.22% 1. 48% 1. 84% 1. 00% 0. 00% 1.19% 1. 84%
TL91- 20 21.55% 39.22% 59.17% 2.59% 2.50% 2.01% 0. 00% 1. 94% 4.56%
TanB2- 20a 18.91% 19. 18% 20.57% 2.13% 1. 72% 2.72% 0. 00% 2.31% 2.25%
TL91- 30 102. 33% 131.31% 159. 66% 10. 08% 11.18% 12. 76% 0. 00% 3.34% 10. 54%
TanB2- 30a 14.87% 19. 20% 23.34% 7.22% 9.11% 8.88% 0. 00% 0.32% 2.58%

Figure 6.6. Percentage by which each result is worse than the best for a partic-
ular problem (corresponding to Figure 6.5)

oneCea/ t woCea/ genCea/ oneTan! t woTan! genTan! oneKad/ t woKad/ genKad/
P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000
TL91-5 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15 228.15
TL91-6 365. 38 365. 38 361. 45 377.84 377.84 377.84 376. 20 372.92 361. 45
TL91-7 623. 60 621.79 595. 89 777.57 771.57 771.57 679. 02 670. 17 656. 83
TL91-8 900. 35 892. 93 883.76 963. 95 963. 95 963. 95 958. 78 963. 95 934. 56
VCea91- 10 22144.52 22902. 32 24440. 66 22025. 93 22025. 93 22074.93 21883. 44 21933.63 21538. 61
Kea91-11 2941.81 2945. 52 2947.11 3327.91 3327.91 3328. 10 3151.11 3127.93 3004. 08
Kea91- 11a 2340. 45 2329.21 2266. 87 2460. 45 2460. 45 2460. 45 2329. 41 2318.58 2308. 23
TL91-12 4198. 62 4267.77 3614.52 3873.53 3873.53 3894. 58 3763. 17 3783. 61 3789. 74
TL91- 15 10966. 37 10609. 23 8924. 41 8282. 39 8313. 61 8400. 31 8245. 56 8267.09 8629. 88
Kea91- 16 134. 80 135. 69 114. 09 64. 80 64. 00 68. 80 64. 00 65.59 67. 80
Kea91- 20 203. 80 209. 00 189. 89 168. 00 167. 60 171. 00 166. 39 166. 50 168. 50

TL91-20 26533. 39 28152. 28 21266. 95 17579. 39 17464. 25 17949. 37 17104. 42 17048. 46 17495.76
TanB2- 20a 25079. 64 25124. 67 25069. 13 21387.11 21303. 11 21532.31 21056. 86 20894. 95 21083. 19
TL91-30 121340. 15 126090. 65 101773. 54 53366. 05 53396. 93 55368. 81 45828. 25 45472. 43 50300. 66
TanB2- 30a 54253. 71 53851. 98 52672. 19 48907.71 48432.75 49162. 65 44380. 50 44436. 23 45853. 37

Figure 6.7. The mean of the best scores in reproduction investigation (after

200000 evaluations)
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oneCea/ t woCea/ genCea/ oneTan! t woTan! genTan! oneKad/ t woKad/ genKad/
P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000 P1. Pp1000
TL91-5 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00% 0. 00%
TL91-6 1. 09% 1. 09% 0. 00% 4.53% 4.53% 4.53% 4.08% 3.17% 0. 00%
TL9L-7 4. 65% 4.35% 0. 00% 30. 49% 30. 49% 30. 49% 13. 95% 12. 47% 10. 23%
TL91-8 1.88% 1. 04% 0. 00% 9.07% 9.07% 9.07% 8.49% 9.07% 5.75%
VCea91- 10 2.81% 6.33% 13.47% 2.26% 2.26% 2.49% 1.60% 1.83% 0. 00%
Kea91-11 0. 00% 0.13% 0.18% 13.12% 13.12% 13.13% 7.11% 6.33% 2.12%
Kea91-11a 3.25% 2.75% 0. 00% 8.54% 8.54% 8.54% 2.76% 2.28% 1.82%
TLI91-12 16. 16% 18.07% 0. 00% 7.17% 7.17% 7.75% 4.11% 4.68% 4.85%
TL91- 15 33.00% 28.67% 8.23% 0. 45% 0. 83% 1. 88% 0. 00% 0. 26% 4. 66%
Kea91- 16 110. 63% 112. 02% 78.27% 1. 25% 0. 00% 7.50% 0. 00% 2. 48% 5. 94%
Kea91- 20 22. 48% 25.61% 14.12% 0.97% 0.73% 2.77% 0. 00% 0.07% 1.27%
TL91- 20 55. 64% 65. 13% 24.74% 3.11% 2. 44% 5.28% 0.33% 0. 00% 2.62%
TanB2- 20a 20. 03% 20. 24% 19. 98% 2.36% 1. 95% 3.05% 0.77% 0. 00% 0.90%
TL91-30 166. 84% 177.29% 123.81% 17. 36% 17. 43% 21.76% 0.78% 0. 00% 10. 62%
TanB2- 30a 22.25% 21. 34% 18. 68% 10. 20% 9.13% 10. 78% 0. 00% 0.13% 3.32%

Figure 6.8. Percentage by which each result is worse than the best for a partic-
ular problem (corresponding to Figure 6.7)

genCeal/ P1. Pp1000  genTanf P1. Pp1000 twoCea/ P1. Pp1000  twoTani P1. Pp1000

TL91-5 - - TL91-5 - -
TL91- 6 better TL91- 6 better

TL91-7 better TL91-7 better

TL91-8 better TL91-8 better

VCea91- 10 better VCea91- 10 better
Kea91- 11 better Kea91- 11 better

Kea91- 11a better Kea91- 11a better

TL91-12 better TL91-12 better
TL91-15 better TL91-15 better
Kea91- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better

genCea/ P1. Pp1000  genDK/ P1. Pp1000 twoCea/ P1. Pp1000  twoDK/ P1. Pp1000

TL91-5 better TL91-5 better

TL91- 6 better TL91- 6 better

TL91-7 better TL91-7 better

TL91-8 better TL91-8 better

VCea91- 10 better VCea91- 10 better

Kea91- 11 better Kea91- 11 better

Kea91- 11a better Kea91- 11a better

TL91-12 better TL91-12 better
TL91-15 better TL91-15 better
Kea91- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better

Figure 6.9. The results of t-test between the Cea and Tam/DK algorithms
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genTanm P1. Pp1000  genDK/ P1. Pp1000 twoTan P1. Pp1000  twoDK/ P1. Pp1000

TL91-5 better TL91-5 better

TL91-6 - - TL91-6 - -
TL91-7 better TL91-7 better
TL91-8 better TL91-8 better

VCea91- 10 better VCea91- 10 better

Kea91- 11 better Kea91- 11 better
Kea91- 11a better Kea91- 11a better

TL91-12 better TL91-12 better

TL91-15 better TL91-15 better

Kea91- 16 better Kea91- 16 better

Kea91- 20 - - Kea91- 20 better
TL91- 20 better TL91- 20 better

TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better

genTan®2/ P1. Pp1000 genDK2/ P1. Pp1000 twoTan2/ P1. Pp1000 twoDK2/ P1. Pp1000

TL91-5 better TL91-5 better

TL91- 6 better TL91- 6 - -
TL91-7 better TL91-7 better
TL91-8 better TL91-8 - -
VCea91- 10 better VCea91- 10 better

Kea91- 11 better Kea91- 11 better

Kea91- 11a better Kea91- 11a better

TL91-12 better TL91-12 better
TL91-15 better TL91-15 better

Kea91- 16 better Kea91- 16 - -
Kea91- 20 better Kea91- 20 - -
TL91- 20 better TL91- 20 better

TanB2- 20a better TanB2- 20a better

TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better

Figure 6.10. The results of t-test between the Tam/Tam2 and DK/DK2 algo-
rithms
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genTan?/ P1. Pp1000 genKad/ P1. Pp1000 twoTan®/ P1. Pp1000 twoKad/ P1. Pp1000
TL91-5 - - TL91-5 - -
TL91-6 better TL91-6 better
TL91-7 better TL91-7 better
TL91-8 - - TL91-8 better
\Cea91- 10 better \Cea91- 10 better
Kea91- 11 better Kea91- 11 better
Kea91l- 1la - - Kea91l- 1la better
TL91-12 better TL91-12 better
TL91- 15 better TL91- 15 - -
Kea91- 16 better Kea91- 16
Kea91- 20 - - Kea91- 20 - -
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better

Figure 6.11. The results of t-test between the Tam2 and Kad algorithms

two reproduction method as shown in Figure 6.11, but the cause of the difference
has not been clear so far.

As Figure 6.12 suggests, the new algorithms, Tam2/DK2, certainly improved
the performance of the replicated algorithms, Tam /DK, in many FLPs, respec-
tively. However, as shown in Figure 6.13, the Cea algorithm still showed bet-
ter performance on smaller FL.LPs whereas Tam2/DK2/Kad performed better
on larger FLPs. That is, the relations between Cea and the new algorithms,
Tam2/DK2/Kad, are still similar to those between Cea and the replicated al-
gorithms, Tam /DK, shown in Figure 6.9. Again, although one or two of fifteen
t-tests may lead wrong results, the tendency that Cea is suitable for smaller
FLPs and that Tam2/DK2/Kad is strong for larger FL.Ps may be too clear to be
rejected. Consequently, the number of facilities may significantly influence GA

performance on FLPs.

Comparison of GAs with Other Algorithms As shown in Figure 6.14, the
original papers’ experimental conditions are quite different. So, in order to do
fair comparison, I used the basis as shown in Table 6.17.

The compared results are summarised in Figure 6.15. Here, the results in
Kea91-11, 11a, 16 and 20 are used for the comparison with [KJK91]’s algorithm
(simulated annealing: SA); those in TLI1-5, 6, 7, 8, 12, 15, 20 and 30 are used
for the comparison with [TL91]’s algorithm (quasi-Newton method: QN); those
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genTam P1. Pp1000

genTan@/ P1. Pp1000

Kea91- 11
Kea91-11la
TL91-12
TL91- 15
Kea91- 16
Kea91- 20
TL91- 20
TanB2- 20a
TL91- 30
Tand2- 30a

better

better
better
better
better
better
bet ter
better
better
better
better
better
better

better

TL91-8
VCea91- 10
Kea91- 11
Kea91-11la
TL91-12
TL91- 15
Kea91- 16
Kea91- 20
TL91- 20
TanB2- 20a
TL91- 30
Tand2- 30a

better

better
better

better
better

better

twoTanm P1. Pp1000
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twoTan2/ P1. Pp1000

Kea91- 11
Kea91-1la
TL91-12
TL91- 15
Kea91- 16
Kea91- 20
TL91- 20
TanB2- 20a
TL91- 30
Tand2- 30a

better

better
better

better
better
better
better
better

better
better
bet ter
better

TL91-8
VCea91- 10
Kea91- 11
Kea91-11a
TL91-12
TL91- 15
Kea91- 16
Kea91- 20
TL91- 20
TanB2- 20a
TL91- 30
Tand2- 30a

better

better
better
bet ter
better

Figure 6.12. The results of t-test between the Tam/DK and Tam2/DK2 algo-

rithms
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genCea/ P1. Pp1000  genTan®/ P1. Pp1000 twoCea/ P1. Pp1000  twoTan2/ P1. Pp1000
TL91-5 - - TL91-5 - -
TL91-6 better TL91-6 better
TL91-7 better TL91-7 better
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 - - Kea91- 11 better
Kea9l- 11la better Kea9l- 1la better
TL91-12 better TL91-12 better
TL91- 15 better TL91- 15 better
Kea91- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better
genCeal/ P1. Pp1000  genDK2/ P1. Pp1000 twoCea/ P1. Pp1000  twoDK2/ P1. Pp1000
TL91-5 better TL91-5 better
TL91- 6 better TL91- 6 better
TL91-7 better TL91-7 better
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 better Kea91- 11 better
Kea91l- 1la better Kea91l- 1la better
TL91- 12 better TL91-12 better
TL91- 15 better TL91- 15 better
Kea91l- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better Tand2- 30a better
genCeal/ P1. Pp1000  genKad/ P1. Pp1000 twoCea/ P1. Pp1000  twoKad/ P1. Pp1000
TL91-5 - - TL91-5 - -
TL91-6 better TL91-6 better
TL91-7 better TL91-7 better
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 better Kea91- 11 better
Kea91l- 11a better Kea91- 11a better
TL91-12 better TL91-12 better
TL91- 15 better TL91-15 better
Kea91- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
Tand2- 30a better Tand2- 30a better

Figure 6.13. The results of t-test between the Cea and Tam2/DK2/Kad algo-
rithms
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probl em best score mean score st andard the nunber the nunber of

devi ation of sanpl es eval uations (etc.)
Kea91-11 2829.4 2829.4 0 1
Kea9l- 11a 2287.041 2287.041 0 1 -
Kea91- 16 64 83.5 11.517 10 192200
Kea91- 20 153 170. 75 13. 679 10 219024
TL91-5 246. 82 246. 82 0 1 CPU tine = 0.32sec
TL91-6 514 514 0 1 CPU time = 0.57sec
TLI1-7 559 559 0 1 CPU time = 4.50sec
TL91-8 839 839 0 1 CPU time = 12.45sec
TL91-12 3162 3162 0 1 CPU time = 89.50sec
TL91-15 5862 5862 0 1 CPU time = 379.63sec
Tan92- 20a 23544 23544 0 1 1596
TanB2- 30a 45044 45044 0 1 3712
VCea91- 10 24445 24445 0 1 CPU time = 847sec

# The result on Kea91-16 is retrieved fromthe case of the nunber of popul ations = 8.
# The CPU tinmes on TL91-5,6,7,8,12 and 15 are on CRAY MP/ SE superconputer.

# The CPU time on VCea91-10 is on Apol | o DN3500 (5M PS).

# TL91-20 and TL91-30 were not able to be solved by [TL91]'s al gorithm

Figure 6.14. The scores reported in previous papers

in Tam92-20a and Tam92-30a are used for the comparison with [Tam92b]’s algo-
rithm (SA); and those in VCea91-10 are used for the comparison with [VCCV91]’s
algorithm (QN).

Since the confidence of each t-test is 95%, we have to be careful that 5%
of t-test results in the figure are probably wrong. Therefore, I will claim the
superiority of a particular algorithm only when almost all t-tests show coherent
tendency.

Regarding [KJK91]’s algorithm, many better results appeared by the Cea
and the Tam2/DK2/Kad algorithms in Kea91-11 and Kea91-11a. In Kea91-16,
the Cea algorithm showed worse performance whereas all the other algorithms
got better results. In Kea91-20, all Genitor reproduction methods with Tam /DK
and Tam2/DK2/Kad showed better results while any reproduction methods with
Cea were worse. Consequently, it may be difficult to say whether [KJK91]’s
algorithm is better or worse than Cea and Tam/DK algorithms. In contrast,
Tam2/DK2/Kad may be better than [KJK91]’s especially in Genitor reproduc-
tion.

As regards [TL91]’s algorithm, the performances were clearly classified into
three types from the number of facilities. That is, almost all GAs showed better
results in TLI1-5 and 6; all GAs did not show better results in TLI1-7, 8, 12
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Table 6.17. How to compare GAs with other algorithms

e If the original paper included ten samples, the t-test between the original
paper’s results and the experiments on a GA will be done. At that, the
criterion of significance of 0.05 will be used. After the t-test, if the GA
indicates better/worse performance, the word, “better/worse”, will be
indicated in the corresponding place in Figure 6.15.

Otherwise, “-” will be indicated.

e If the original paper included only one sample, the sample will be compared
with the best score of ten experiments of a GA. Then, if the GA’s
performance is better, the word, “better”, will be put in Figure 6.15.
Otherwise, “-” will be indicated.

e As for the number of evaluations, the result of 200000 evaluations are used
for the comparison except for Tam92-20a and Tam92-30a.
For Tam92-20a and Tam92-30a, the result of 2000 and 4000 evaluations
will be used, respectively so that the number of evaluations can be as with
original paper’s.
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genCea/  genCea/  genCea/ genCea/  genCea/ genCea/ oneCea/ twoCea/
PL.Pp50  PL.Pp200 PL.Ppl000  P4.Ppl000 P10.Pp1000 P1L.Ppbest ~ PL.Ppl000  PL Ppl000

Kea91- 11 . - better - - better -
Kea91-11a better better bet ter better better bet ter better better
Kea91- 16 wor se wor se wor se wor se wor se wor se wor se wor se
Kea91- 20 wor se wor se wor se wor se wor se wor se wor se wor se

TL9L-5 better better better better better better better better
TLIL-6 better better better better better better better better
TL9L-7 - - - - - - - -
TL91-8
TL91-12
TL91-15
TL91-20
TL91-30
TanB2- 20a*
TanB2- 30a** - - - - - - - -
VCea91- 10 better better bet ter better - better better better

genTanf ~ genTanf  genTant genTani  genTant genTan oneTant twoTan! genDK/ genDK/ twoDK/
PL.Pp50  PL.Pp200 PL.Ppl000  P4.Ppl000 P10.Ppl000 PL.Ppbest  P1.Ppl000 Pl Ppl000 PL.Ppl000 PL.Ppbest Pl Ppl000
Kea91- 11
Kea91-11a - - - - - - - - - -
Kea91- 16 better better bet ter better better better better bet ter bet ter better better
Kea91-20 - - - . - - better better - wor se better
TL9L-5 better better better better better better better better - - -
TL91-6 better better better better better better better better better better better
TL91-7 - - - - - - - - - - -
TL91-8
TL91-12
TL91-15
TL91-20
TL91-30
TanB2- 20a* better better better - better better better better bet ter better better
TanB2- 30a** - - - - - - - - - - -
VCea91- 10 better better better better better bet ter better better better better better

genkad/  genKad/  genKad/ genkad/  genKad/ oneKad/ t woKad/ genTan2/  twoTan2/ genDK2/ twoDK2/
P1.Pp50  P1.Pp200 Pl Pp1000 P4.Ppl000 P10.Ppl000 P1.Ppl000  PL.Pp1000  P1.Ppl000  PL Ppl000  P1.Ppl000  PL.Ppl000
Kea91- 11 - - better better - - - better bet ter - -
Kea91-11a better better - - - - - - - better better
Kea91- 16 better better better better better better better better better better better
Kea91- 20 - - - - - better better - better - better
TL91-5 better better better better better bet ter better better better better better
TL91-6 better better bet ter better better better better better bet ter better better
TL91-7 - - - - - - - - - - -
TL91-8
TL91-12
TL91-15
TL91-20
TL91-30
TanB2- 20a* better - bet ter - - bet ter better better bet ter better bet ter
TanB2- 30a** - - - - - - - - - - -
VCead1- 10 better better better better better better better better bet ter better better

The result of 200000 eval uations are used for the comparison except for the following cases.
¥ For Tand2-20a, the result of 2000 eval uations are used.
** For Tan92-30a, the result of 4000 eval uations are used.

Figure 6.15. The result of comparing GAs with other algorithms
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and 15; and all GAs were able to obtain some solutions in TL91-20 and 30.
Accordingly, the [T1.91] algorithm’s effective range may be much narrower than
that of GAs.

Comparing GAs with [Tam92b]’s results, many better layouts were generated
in Tam92-20a with Tam/DK and Tam2/DK2/Kad algorithms. On the other
hand, no better results were found in Tam92-30a after 4000 evaluations. However,
as shown in Appendix B, all the GAs except for Cea obtained better layouts in
Tam92-20a and all Genitor representation with Tam2/DK2/Kad reached better
layouts in Tam92-30a, after 200000 evaluations. Hence, [Tam92b] can be said to
be a quicker algorithm than GAs, though it might cause premature convergence.

In VCea91-10, only one GA failed to show better performance than the results
there. Therefore, GAs are generally superior to [VCCV91]’s algorithm.

In conclusion, compared with simulated annealing (i.e. the algorithms in
[KJK91] and [Tam92b]), the Cea algorithm may not be so good; Tam/DK may
be as good as SA; and Tam2/DK2/Kad may be better especially with Genitor
reproduction methods. As for quasi-Newton methods (i.e. the algorithms in
[TLI1] and [VCCV91]), GAs are generally better than QN methods except for

the range where [T1.91]’s algorithm shows remarkable performance.

Population Size Effects To see the population size effects on Cea, Tam and
Kad algorithms, F-tests are first used. As shown in Figure 6.16, the population
size seems to be influential factor for the Cea algorithm because Cea’s perfor-
mance often varied under different population size. On the other hand, Tam and
Kad algorithms were less affected by different population size.

Then, to observe the relation between the Cea algorithm and population size,
protected t-tests are used as shown in Figure 6.17. Although the tendency is not
so strong, large population size may be preferable for the Cea algorithm.

However, as many graphs in Appendix D suggests, the convergence speed of

GAs with smaller population size may be faster.

Effects of Number of Populations As shown in Figures 6.18, the perfor-
mance of Cea is often affected by the number of populations whereas those of

Tam and Kad are less influenced. Using protected t-tests, Cea’s tendency that
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| genCea | genTam | genKad |

TL9L-5] 0.00 | 0.00 | 0.00 |
TL9L-6] 0.00 | 0.00 | 5.69% |
TLOL-7| 11.68* | 0.00 | 3.77% |
TLOL-8| 19.38* | 9.49* | 3.81* |
VCea91-10| 4.26* | 1.96 | 1.13 |
Kea9l-11] 11.12* | 2.83 | 1.61
Kea9l-1la] 1.91 | 13.72* | 0.48 |
TLO1-12| 14.30* | 5.84* | 0.93 |
TLOL-15| 7.44* | 2.77 | 5.28* |
Kea9l-16| 17.08* | 0.25 | 1.26 |
Kea91-20] 1.21 | 1.79 | 0.04 |
TL91-20] 12.43* | 0.65 | 2.12 |
Tan92-20a| 54.10* | 0.52 | 1.51 |
TL91-30] 93.09* | 2.00 | 17.61* |
Tan92-30a] 7.48* | 0.85 | 10.35% |

"*" indicates significant difference was found.

Figure 6.16. The results of F-tests for population size investigation

genCea/ PL. Pp1000  genCeal PL. Pp200 genCea/ PL. Pp200  genCea/ PL. Pp50
TL91-5 TL91-5
TL91-6 TL91-6
TL91-7 - - TL91-7
TL91-8 bett er TL91-8
VCea91-10  hetter VCea91-10 -
Kea91- 11 - . Kea91- 11 het t er
Keadl-1la - - Keadl-1la -
TL91-12 hett er TL91-12 -
TL91-15 - - TL91-15 hett er
Kead1- 16 better Kea91- 16 bett er
Kea91- 20 - - Kea91- 20 -
TL91-20 better TL91-20 hetter
Tand2- 20a better Tand2- 20a bett er
TL91-30 better TL91-30 hett er
Tand2- 30a better Tand2-30a  hetter

Figure 6.17. The results of protected t-tests for population size investigation
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| genCea | genTam | genKad |

TL9L-5] 0.00 | 0.00 | 0.00 |
TL9L-6] 0.00 | 0.00 | 2.60 |
TL9L-7] 9.55* | 0.00 | 0.32 |
TL91-8| 10.60* | 1.00 | 7.31* |
VCea91-10| 10.32* | 7.56* | 0.10 |
Kea9l-11] 7.75* | 0.50 | 2.00 |
KeaOl-11a| 6.23* | 14.63* | 8.24*
TL91-12] 21.59* | 0.50 | 0.00 |
TLOL-15| 26.44* | 1.38 | 2.46 |
Kea9l-16] 7.36* | 1.85 | 0.11
Kea9l-20| 20.45* | 1.33 | 2.48 |
TL91-20] 28.85% | 0.10 | 7.03* |
Tan92-20a] 3.29 | 1.51 | 9.25¢
TL91-30] 21.00* | 1.26 | 20.15* |
Tan92-30a| 31.33* | 8.11* | 15.50*

"*" indicates significant difference was found.

Figure 6.18. The results of F-tests for the investigation of the number of pop-
ulations

smaller number of populations may be more suitable is observed as shown in

Figures 6.19.

Reproduction Methods As shown in Figure 6.20, no typical difference can
be seen in any three algorithms regarding the results after 200000 evaluations,
However, the convergence speed may be substantially different as many graphs in
Appendix F suggests. That is, two reproduction (Genitor with twin children) is
the fastest and gen reproduction (generation based) is the slowest. Considering
the fact that these three methods’ final results are similar in quality, Genitor
reproduction especially with twin children may be a more effective GA than the

generation based approach.

Effect of Tuned Parameters In this experiment, tuned GA parameters which
showed the best performance for a particular problem under a particular GA
are used as well as other arbitrarily chosen parameters. However, as shown in
Figure 6.15 and in Appendix B, the performance of tuned parameters only showed
similar tendency. Therefore, I would like to claim that GAs may be quite robust

for the choice of GA parameters.
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genCea/ PL. Pp1000  genCeal P4. Pp1000 genCeal P4. Pp1000  genCeal P10. Pp1000
TL91-5 - - TL91-5
TL91-6 - - TL91-6
TL91-7 - - TL91-7 bett er
TL91-8 bett er TL91-8
VCea91-10 - - VCea91- 10
Kea91- 11 het t er Kea91- 11
Keadl-11a  hetter Keadl- 11a
TL91-12 hett er TL91-12 -
TL91-15 - - TL91-15 bett er
Kead1- 16 - - Kea91- 16 bett er
Kea91- 20 - - Kea91- 20 -
TL91-20 - - TL91-20
Tan2-20a - - Tand2- 20a
TL91-30 - - TL91-30
TanB2-30a - - TanB2- 30a

Figure 6.19. The results of protected t-tests for the investigation of the number
of populations

6.4 Summary

In conclusion, I obtained the following results.

As regards the performance comparison between (GAs and other algorithms,
I obtained a result showing that the performance of GAs is generally better than
those of previously reported Simulated Annealing (SA) and quasi-Newton (QN)
methods on the standard FLPs. This superiority was especially significant in
Tam2, DK2, and Kad algorithms when they use Genitor reproduction producing
two complementary children.

From the comparison of GAs with each other, it was observed that the algo-
rithm’s suitability may be highly dependent on the number of facilities. This is
because while the Cea algorithm outperformed others in almost all of those FLPs
having at most twelve facilities, the other five GAs clearly showed better perfor-
mance on FLPs including at least fifteen facilities. Since the five algorithms put
a limitation on initial search space by some clustering method, this sort of space
limitation may be effective for FLPs consisting of many facilities. However, both
the Tam and DK algorithms often fell into premature convergence which led to
poor solutions. Considering the fact that these algorithms have strict limitation

for search space, such limitation may not be a good idea generally in FLPs.
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genCea/ P1. Pp1000  twoCea/ P1. Pp1000 oneCea/ P1. Pp1000  twoCea/ P1. Pp1000
TL91-5 - - TL91-5 - -
TL91-6 better TL91-6 - -
TL91-7 better TL91-7 - -
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 - - Kea91l- 11 - -
Kea9l- 11la better Kea9l- 11la better
TL91-12 better TL91-12 better
TL91- 15 better TL91- 15 better
Kea91- 16 better Kea91- 16 - -
Kea91- 20 better Kea91- 20 better
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
TanB2- 30a better TanB2- 30a better
genTam P1. Pp1000  twoTanf P1. Pp1000 oneTam P1. Pp1000  twoTanf P1. Pp1000
TL91-5 - - TL91-5 - -
TL91- 6 - - TL91- 6 - -
TL91-7 - - TL91-7 - -
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 - - Kea91- 11 better
Kea91l- 1la - - Kea91l- 1la - -
TL91- 12 better TL91- 12 - -
TL91- 15 better TL91- 15 better
Kea91- 16 better Kea91- 16 - -
Kea91- 20 better Kea91- 20 - -
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
Tand2- 30a better Tand2- 30a better
genKad/ P1. Pp1000  twoKad/ P1. Pp1000 oneKad/ P1. Pp1000  twoKad/ P1. Pp1000
TL91-5 - - TL91-5 - -
TL91-6 better TL91-6 better
TL91-7 better TL91-7 better
TL91-8 better TL91-8 better
VCea91- 10 better VCea91- 10 better
Kea91- 11 better Kea91- 11 better
Kea91l- 11a better Kea91- 11a better
TL91-12 - - TL91-12 better
TL91- 15 better TL91-15 better
Kea91- 16 better Kea91- 16 better
Kea91- 20 better Kea91- 20 - -
TL91- 20 better TL91- 20 better
TanB2- 20a better TanB2- 20a better
TL91- 30 better TL91- 30 better
Tand2- 30a better Tand2- 30a better

Figure 6.20. The results of t-test for reproduction investigation
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Extensive details of the results appear is appendices B to G. The contents

are as follows.

Appendix B: Tables showing the performance of each GA method in each
of the fifteen test problems.

Appendix C: Score/time graphs for all six GA methods, for different prob-

lems and parameter variations.

Appendix D: Score/time graphs for different population sizes, for each
problem and with other GA parameters fixed.

Appendix E: As Appendix D, but for number of populations rather than

population size.

Appendix F: As Appendix D, but for reproduction method rather than

population size.

Appendix G: Diagram of the best layout found by the GA for each problem.

Regarding the investigation of GA parameters, I could confirm that higher

mutation rate may improve the performance of the Cea algorithm. Taking ac-

count of the characteristic that the Cea algorithm starts the search from mediocre

solutions and it needs a high mutation rate, this result may be reasonable. Also,

I confirmed that Genitor reproduction especially for producing two children was

generally better than generation-based reproduction. In other words, the results

observed in this experiment are consistent with other GA studies in fields different

from FLPs as shown in [Dav9l].



Chapter 7

Conclusions

7.1 Summary of My Research Work

In this thesis, facility layout problems (FLPs) and Genetic Algorithms (GAs)
were reviewed. | argued that suboptimal approaches are suitable for FL.Ps owing
to their NP-completeness, and that GAs, which have been recognised as a useful
method for NP-complete problems, may be suitable for FLPs. I then noted that
various researchers have recently investigated the application of GAs to FLPs.
However, the FL.Ps in question were usually identical FLPs. 1 conjectured that
there is also a need to examine the use of GAs on non-identical FL.Ps, which are
more difficult than identical FL.LPs and more typical of real problems. I also noted
that GA/FLP researchers so far had not conducted any significant investigation
of the effects of varying GA parameters. Also, it is notable that several test
problems are referred to in different papers, but few of these problems were
examined in any two different investigations.

With all this in mind, I established the following immediate research interests:

o Investigating GA parameters on a varied set of FL.Ps
o Comparing GA performance with other methods on a varied set of FLPs

o Comparing possible GAs with each other on a varied set of FL.Ps

To research the above topics, I initially established fifteen standard FLPs.

These problems were obtained from previous papers which worked on non-identical

118
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FLPs with various algorithms. Therefore, results exist for these problems arising
from various methods, constituting a useful basis for further comparative study.

Then, in the light of a literature review, I suggested Slicing Tree Structures
(STSs) may be a reasonable representation of physical layouts. In addition to
explaining the concept of STS, I described two types of methods by which an STS
can correspond to a physical layout, and discussed aspects of the FLP search space
from the perspective of STSs.

After this, I set up six types of GAs (Cea, Tam, DK, Tam2, DK2, Kad)
which can solve FLPs using an STS-based representation. The Cea and Tam
algorithms are duplicates of the GAs used in [CHMRY1] and [Tam92a]. While
the Cea algorithm searches all possible layouts which can be expressed by STSs,
the Tam algorithm first limits the search space using the result of a clustering
method and then searches for solutions within the limited search space. The
DK algorithm is the same as the Tam algorithm except that DK uses another
clustering method, described in [DK85], to limit the search space.

In contrast, the Tam2 and DK2 algorithms relax the search space limitations
of the Tam and DK algorithms, respectively. These two algorithms start the
search within the limited space like Tam and DK, but they are allowed to widen
the search space by mutations which allow them to escape the initial limitations.
The Kad algorithm is a hybrid of Tam2 and DK2, since it starts the search
from both of their initial limited spaces. In common with Tam2 and DK2, the
Kad algorithm can widen the search space by mutations to escape the initial
limitations.

In experiments I investigated GA parameter effects and compared the GAs’
performance not only with each other but also with other algorithms. As regards
performance comparison, | obtained a result suggesting that the performance of
GAs is generally better than those of previously reported Simulated Annealing
(SA) and quasi-Newton (QN) methods on the standard FLPs. This superiority
was especially significant with the Tam2, DK2, and Kad algorithms when they
used Genitor reproduction producing two complementary children.

From the comparison of different GAs with each other, it was observed that
the algorithms’ suitability was highly dependent on the number of facilities.
While the Cea algorithm outperformed others in almost all of those FL.Ps having
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at most twelve facilities, the other five GAs clearly showed better performance
on FLPs including at least fifteen facilities. This suggests that initial limitation
of the search using a clustering method is generally good for larger problems.
Further, since Tam2 and DK2 generally outperformed Tam and DK, we can con-
clude that initial focusing on an area of the search by clustering is most effective
when coupled with unrestricted search in the initial determined region.

The following comments summarise the main effects observed in the investi-
gation of GA parameters. First, the Cea algorithm performs best with relatively
high mutation rates. This is reasonable, since the initial mediocre STS topol-
ogy in Cea can be altered only by a mutation operator (MU3). Second, solution
quality generally improves as population size increases, although at the expense
of slower convergence times. Third, Genitor-style (steady state) reproduction
was better than generational reproduction. On the whole, experience here is

consistent with GA studies in general.

7.2 Suggestions for Future Work

Though many things were observed through my work, further research might
uncover more interesting points. Here, I will mention some points as possible

future work.

Other Possible Investigations of GAs First, as mentioned in Section 5.4,
stochastic clustering methods may be valuable for investigation. This is because
those methods will generate various kinds of clustering results which may ef-
fectively scatter initial chromosomes over the search space. Starting from good
solutions, GAs might find good solutions more quickly.

Second, although the Cea algorithm showed good performance on FLPs con-
sisting of small numbers of facilities, I analysed it only from the perspective of
the search space limitation. Because the Cea algorithm uses unique crossover
and mutation methods, these influences could be examined more closely.

Third, more investigation of GA parameters, especially selection methods,
could be done. Although I obtained a result showing that tournament selection

methods worked well in the Tam and DK algorithms, I have not yet investigated
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further. It might be interesting to compare various selection methods including

the tournament selection of different tournament sizes.

Other Algorithms Since I used only non-identical FLPs as benchmark prob-
lems, T only performed comparative study with algorithms which have been previ-
ously applied to such non-identical FL.Ps. This enabled me to refer to previously
recorded results. However, there are other algorithms which may be good on
non-identical FLPs, but so far have been tested only on identical FLPs. An
example is [YP93]’s parallel simulated evolution method. Further work might
involve replicating the method and applying it to the test problems used here.

Other Representations than STSs Although I suggested that STSs may
be the most suitable representation so far for FLLPs, STSs have some defects as
mentioned in Section 4.1. For example, the current STSs can represent only
layouts consisting of rectangles whose orientations follow the perpendicular or
horizontal axis. Because there may be many cases where facilities should be

oriented in other ways (e.g. diagonally), other possible representation techniques

for FL.Ps should be developed.

Penalty Functions for Layouts In my implementation, only aspect ratio lim-
itations and the minimum rectangular area that encloses all facilities were taken
into account as penalty factors of layouts. Nevertheless, it is obvious that many
other types of penalty functions should be considered. For instance, if a facility is
assigned to a region having an unnatural shape, such as an L-shape, it should be
penalised because it may make the resulting layout physically impractical. Actu-
ally, my algorithms sometimes produced such cases. As shown in Figure 7.1, the
best result obtained in the Tam92-20a problem assigned facility No.3 to a region
including a very narrow part which is hardly useful, and assigned facility No.6 to
a place consisting of two separate parts with a prespecified area located between
them. Accordingly, many extra types of penalty functions will be necessary for
practical applications.

But, simple mixture of various penalty functions might not be an immediate
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Figure 7.1. A difficult layout for practical use
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solution because the factors of penalty functions may greatly influence the be-
haviour of GAs. For example, when [ tackled Kea91-16 and Kea91-20 using high
penalty values for the violation of aspect ratio limitation, I scarcely reached good
solutions in Kea91-20, though I easily reached the ideal solution in Kea91-16. So,
the factor of each penalty function should be carefully chosen. However, it may
be highly dependent on each FLP specifications; therefore, some dynamic change
of the penalty factors such as used in [ST93] might be a good approach.

An alternative to using penalty functions is to perform Pareto-dominance
based multi-objective optimisation (e.g. [HN93]). In this case, penalty factors do
not need to be chosen at all. A recent study, for example, has shown this to be

a successful approach to pipe-choice optimisation.

Adaptive Interpretations for STS operators Instead of giving penalty to
a physical layout including non-rectangular regions, adaptive interpretations for
STS operators may be worth considering. As already mentioned in Section 4.1,
STSs generally include four types of operators, U, B, R and L, and their inter-
pretations are fixed. But, the interpretation of these STS operators could be
adaptively changed so that all the facility regions can have rectangular or almost
rectangular shapes.

For example, whereas the ordinary ‘static’ interpretation of B is “Put facility
x below facility y”, the adaptive interpretation of B may mean “Arrange facilities
x and y so as to best avoid various problems with prespecified areas; all else being
the same, use the static interpretation.” So, for instance, the layout shown in
Figure 7.2(a), which includes a typical non-rectangular region for facility No.3,
could be interpreted as shown in Figure 7.2(b). This is because, if the operator
B in the STS is interpreted as another operator, e.g. R; then the physical layout
might be comprised of rectangular or almost rectangular regions only. So, in such
a case, by using adaptive interpretations for STS operators, not only less suitable
layouts can be excluded but also more suitable layouts can be discovered.

Related to this issue, another possible approach can be mentioned. For ex-
ample, the meanings of operators U and B and/or R and L may be swapped over,
respectively. That is, if the interpretations of U and B are exchanged, the whole

layout will be almost upside down and no strange shaped region caused by the
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prespecified areas might not appear as shown in Figure 7.2(c).
However, as there are many sorts of possible approaches like these, how to

adapt each STS operator’s interpretation may be an issue for the further research.

Indicator of the difficulty of FLPs In this study, we have only distinguished
between different FL.Ps in the basis of the number of facilities. This is not,
however, a necessarily good indicator of the difficulty of the problems. A different
aspect of FLPs worth considering is the character of the traffic matrix. For
example, an FLP with thousands of facilities will actually be very easy to solve if

only a small handful of facilities have non-zero traffic between them. In general,
study of FLP difficulty with regard to aspects of the traffic matrix will be useful.

7.3 Final Comments

Though many interesting points for future work were left undone, I think my
research interests set at the beginning of this work have been sufficiently investi-
gated. Fortunately, the strength of GAs for FLLPs was confirmed, as I expected.

Apart from these observations, I established a set of standard non-identical
FLPs and left a benchmark record of many types of GAs. Hence, I believe this

work will be a good reference for further research.
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Figure 7.2. Adaptive interpretations for STS operators
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Appendix A

Specifications of Fifteen

Standard FLPs

Keys:
@number = the number of facilities
Q@traffic = the matrix of traffic frequency between facilities
Qarea = minimum area required by each facility
Qaspect = the aspect ratio limitations of each facility
and the orientation limitation (free or rigid)
@distance measure = the method to measure the distance of two facilities
(manhattan or euclidian)
Q@eval method = the notationj of evaluation function
@room = the room area denoted by (0 0 width length)
@objects (first line) = the number of prespecified areas
@objects (other lines) = the position of each prespecified area
denoted by (Xleft7 Yiottoms Xright Ytop)
fnotation a b Pa Pb Pc
TxDx2plusAREA 11 2 1000000 1
TxDxDdiv2 1 2 0.5 1000000 1
TxDx2plus100xASP.ratio | 1 1 2 100
TxD 1 1 1 1000000 O

The values a, b, Pa, Pb, Pc correspond to Formula (3.1).

134



APPENDIX A. SPECIFICATIONS OF FIFTEEN STANDARD FLPS
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Figure A.1. FLP specifications of Kea91-11
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Figure A.2. FLP specifications of Kea91-11a
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Figure A.4. FLP specifications of Kea91-20
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APPENDIX A. SPECIFICATIONS OF FIFTEEN STANDARD FLPS
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Figure A.5. FLP specifications of T191-5,6,7,8
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APPENDIX A. SPECIFICATIONS OF FIFTEEN STANDARD FLPS

# TLO91-15

@unber

00505m002500240
055555100053m04
TONMNONWLINOOCOMOON
= s !
coNomoOwOLTWOMMO
NNN=HOOWOOOOWOWO
Ll
NONNEHIN=ENOOOTOOW
NNTONHOWNMOOOWMWOON
o o
2350526052m0500
ANANODDNOOOHWLWLHO
02013022150025m
ANNEHOMLWEHOMOLWW
53m011500210250
010w20254522555

6]

COO0HMNNNMNONOOWO
o o
LOO0OWHOHNNNNOTOO

) a
- ®

voo0o0O0O0OOOOOOOOO
vooo0O0OOOOOOOOOOO
S W U U
Y Y U Y e e e e Y e e e e Y e
nn o n nw
d0-Hdd <IN ®O0d «=HO0Od
R R R R R R e e R R R R R |

-

(6]

® 0]
[0} n < Q n N
- .0 . . NONOMOUMOONOO®NOMW
@46617.5096 n @
NAMONTANANAAOO N T 000000000 HOO0O0O0

nmeasur e

@li st ance

eucl i di an

@val _nmet hod
TxDxDdi v2

Figure A.7. FLP specifications of TLI1-15
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Figure A.9. FLP specifications of T1.91-30
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Figure A.10. FLP specifications of Tam92-20a
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APPENDIX A. SPECIFICATIONS OF FIFTEEN STANDARD FLPS
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Appendix B

The Performance of GAs

This appendix shows the performance of each GA in detail. The name of GA is

expressed by the following form.

rrraaa/Pggqg.Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)

999 = the number of populations (1, 4, 10)

ppp = population size x the number of populations (50, 200, 1000)
or best (when the best GA parameters found

in the parameter investigation are used.)

Keys:

best_score the best of best individual scores

mean_score the mean of best individual scores

std_dev the standard deviation of best individual scores
sample the number of experiments
eval the maximum number of evaluations

diagnosis the result of comparing performance of each GA with that
of original paper’s algorithm (better, -, worse)f
t-value the t-value of each GA’s performance respect to the

original paper’s (if t-tests are used for the comparison)
TThe comparison method is described in Table 6.17.
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Appendix C

The Results of Algorithm

Comparison

This appendix shows the state of convergence of each GA. The name of each GA

is denoted as follows.

rrraaa/ fff /Pggg.Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)

fff = the name of FLP (Kea91-11, TLI1-5, etc.)

999 = the number of populations (1, 4, 10)

ppp = population size x the number of populations (50, 200, 1000)

The horizontal axis indicates the number of evaluations, whereas the vertical axis

indicates the mean of the best individual scores. Here, smaller score is better.
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Figure C.1. A comparison of each algorithm in Kea91-11
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Figure C.2. A comparison of each algorithm in Kea91-11a
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Figure C.3. A comparison of each algorithm in Kea91-16
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Figure C.4. A comparison of each algorithm in Kea91-20
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Figure C.5. A comparison of each algorithm in TL91-5
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Figure C.6. A comparison of each algorithm in TL91-6
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Figure C.7. A comparison of each algorithm in TL91-7
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Figure C.8. A comparison of each algorithm in TL91-8
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Figure C.9. A comparison of each algorithm in TL91-12
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Figure C.10. A comparison of each algorithm in TL91-15
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Figure C.11. A comparison of each algorithm in TL91-20
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Figure C.12. A comparison of each algorithm in TL91-30
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Figure C.13. A comparison of each algorithm in Tam92-20a
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Figure C.14. A comparison of each algorithm in Tam92-30a
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Figure C.15. A comparison of each algorithm in VCea91-10



Appendix D

The Results of Population Size

Investigation

This appendix shows the state of convergence of GAs to see the effect of popula-

tion size. The name of each GA is denoted as follows.

rrraaa/ fff /Pggg.Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)

fff = the name of FLP (Kea91-11, TLI1-5, etc.)

999 = the number of populations (1, 4, 10)

ppp = population size x the number of populations (50, 200, 1000)

The horizontal axis indicates the number of evaluations, whereas the vertical axis

indicates the mean of the best individual scores. Here, smaller score is better.
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Figure D.1. A comparison of each population size in Kea91-11
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Figure D.4. A comparison of each population size in Kea91-20
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Figure D.5. A comparison of each population size in T1.91-5
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Figure D.6. A comparison of each population size in T1.91-6
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Figure D.7. A comparison of each population size in TLI1-7
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Figure D.8. A comparison of each population size in T1.91-8
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Figure D.9. A comparison of each population size in TLI91-12
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Figure D.10. A comparison of each population size in TL91-15
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Figure D.11. A comparison of each population size in T1.91-20
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Figure D.12. A comparison of each population size in T191-30
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Figure D.13. A comparison of each population size in Tam92-20a
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Appendix E

Investigation Results for the

Number of Populations

This appendix shows the state of convergence of GAs to see the effect of number

of populations. The name of each GA is denoted as follows.

rrraaa/ fff /Pggg.Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)

fff = the name of FLP (Kea91-11, TLI1-5, etc.)

999 = the number of populations (1, 4, 10)

ppp = population size x the number of populations (50, 200, 1000)

The horizontal axis indicates the number of evaluations, whereas the vertical axis

indicates the mean of the best individual scores. Here, smaller score is better.
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Figure E.1. A comparison of each population number in Kea91-11
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Figure E.2. A comparison of each population number in Kea91-11a
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Figure E.5. A comparison of each population number in TL91-5
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Figure E.6. A comparison of each population number in TL91-6
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Figure E.7. A comparison of each population number in TL91-7
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Figure E.8. A comparison of each population number in TL91-8
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Figure E.9. A comparison of each population number in T1.91-12
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Figure E.10. A comparison of each population number in TLI91-15
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Figure E.11. A comparison of each population number in T1.91-20
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Figure E.12. A comparison of each population number in T1.91-30
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Figure E.13. A comparison of each population number in Tam92-20a
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Figure E.14. A comparison of each population number in Tam92-30a
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Figure E.15. A comparison of each population number in VCea91-10



Appendix F

The Results of Reproduction

Investigation

This appendix shows the state of convergence of GAs to compare the reproduc-

tion methods. The name of each GA is denoted as follows.

rrraaa/ fff /Pggg.Ppppp
where rrr = reproduction method (gen, one, two)

aaa = algorithm (Cea, Tam, DK, Tam2, DK2, Kad)

fff = the name of FLP (Kea91-11, TLI1-5, etc.)

999 = the number of populations (1, 4, 10)

ppp = population size x the number of populations (50, 200, 1000)

The horizontal axis indicates the number of evaluations, whereas the vertical axis

indicates the mean of the best individual scores. Here, smaller score is better.
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Figure F.1. A comparison of each reproduction method in Kea91-11
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Figure F.2. A comparison of each reproduction method in Kea91-11a
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Figure F.3. A comparison of each reproduction method in Kea91-16
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Figure F.4. A comparison of each reproduction method in Kea91-20
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Figure F.5. A comparison of each reproduction method in TLI1-5
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Figure F.6. A comparison of each reproduction method in TLI1-6
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Figure F.7. A comparison of each reproduction method in TLI1-7
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Figure F.8. A comparison of each reproduction method in TL91-8
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Figure F.9. A comparison of each reproduction method in T1.91-12
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Figure F.11. A comparison of each reproduction method in TL91-20
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Figure F.12. A comparison of each reproduction method in TL91-30
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Figure F.13. A comparison of each reproduction method in Tam92-20a
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Figure F.14. A comparison of each reproduction method in Tam92-30a
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Figure F.15. A comparison of each reproduction method in VCea91-10



Appendix G

The Best Layouts

Figures G.1 to G.16 show the best physical layout of each FLP generated by GAs.
And, Figure G.17 summarises the GA’s names producing the layouts, the scores
of the layouts, and the chromosomes representing the layouts.

As for Tam92-20a, the best layout includes a fatal part where a facility (No.6)
is assigned to two regions separated by a prespecified area. So, I attached the
second best layout obtained by another GA, for reference. Incidentally, this layout

still gets better score than the best layouts reported in previous papers.

229



APPENDIX G. THE BEST LAYOUTS

15.000000

10 0
4 1
7 2
3 5
8
6
11.401585

Figure G.1. The best layout for Kea91-11
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Figure G.2. The best layout for Kea91-11a
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Figure G.4. The best layout for Kea91-20
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Figure G.5. The best layout for TLI1-5
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Figure G.6. The best layout for TLI1-6
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Figure G.7. The best layout for TLI1-7

15.656310

10.885619

Figure G.8. The best layout for TLI1-8
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Figure G.9. The best layout for TLI1-12
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Figure G.10. The best layout for TLI1-15
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Figure G.11. The best layout for TL91-20
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Figure G.12. The best layout for T1.91-30
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Figure G.13. The best layout for Tam92-20a
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Figure G.14. The second best layout for Tam92-20a



APPENDIX G. THE BEST LAYOUTS

40.000000

Figure G.15. The best layout for Tam92-30a

Figure G.16. The best layout for VCea91-10
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