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Abstract. It is known that the Jacobian of the discrete-time map of an impact
oscillator in the neighborhood of a grazing orbit depends on the square-root of
the distance the mass would have gone beyond the position of the wall if the
wall were not there. This results in an infinite stretching of the phase space,
known as the square-root singularity. In this paper we look closer into the
Jacobian matrix and find out the behavior of its two parameters—the trace
and the determinant, across the grazing event. We show that the determinant
of the matrix remains invariant in the neighborhood of a grazing orbit, and
that the singularity appears only in the trace of the matrix. Investigating the
character of the trace, we show that the singularity disappears if the damped
frequency of the oscillator is an integral multiple of half of the forcing frequency.

1. Introduction. This paper concerns the dynamics of such mechanical systems
in which the elements of the system may undergo impacts with each other. A large
number of experimental and numerical investigations on the dynamics of impacting
systems have been reported [1, 2, 3, 4, 5, 6, 7]. It has been observed that in
such systems a periodic orbit abruptly loses stability and a large-amplitude chaotic
vibration develops as the variation of a parameter drives the system from a non-
impacting motion to an impacting motion. The instability is known to be induced
by grazing or zero-velocity impacts.

A one-degree-of-freedom oscillator constrained by a wall serves as the archetype
in the study of such systems. Nordmark [8, 9] had shown that in the simple impact
oscillator, the Poincaré map close to the grazing condition involves the square-root
of the penetration depth, i.e., the distance the mass would have gone beyond the
position of the wall, if the wall were not there. The square-root term causes the
Jacobian to assume infinite values close to the grazing condition, as a result of
which there is an infinite local stretching in the state space. This is known as the
square-root singularity, which causes the abrupt loss of stability and the transition
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to a large chaotic attractor. Nordmark’s work resulted in a surge of interest in the
dynamics of the impact oscillator and that of the square-root map.

In continuation of that line of work, we ask the question: Are the elements of
the Jacobian subject to some constraints as the system transits from non-impacting
motion to impacting motion? It is known that with coordinate transformation, the
Jacobian matrix can be expressed as a normal form, in terms of only the trace
and the determinant of the matrix. Our numerical investigation with a soft impact
oscillator revealed that the trace of the Jacobian undergoes an abrupt change while
the determinant does not change [11, 12]. Experimental investigation conducted in
collaboration with the researchers at the University of Aberdeen, UK, confirmed
this observation [12, 13].

In this paper we analytically show that, in a system undergoing instantaneous
impacts, the aforementioned singularity is expressed only in the trace of the Ja-
cobian matrix. Note that in [8], Nordmark argued that the determinant cannot
assume very large values and so cannot be singular. In this work we show that
the determinant in fact remains invariant in the immediate neighborhood of the
grazing orbit. As the impact velocity increases from zero, the determinant changes
continuously to r2 times the value before the impact, where r is the coefficient of
restitution. We then probe the form of the trace, which leads to an interesting con-
clusion: that the singularity should vanish if the damped frequency of the oscillator
is an integral multiple of half of the forcing frequency. This implies that the sudden
exit from the local orbit can be avoided if the parameters are carefully chosen to
satisfy this relation.

The paper is organized as follows. In Section II, we describe the system under
consideration, and briefly present the zero-time discontinuity map (ZDM) approach
first proposed by Nordmark to obtain the form of the Poincaré map in the neigh-
borhood of the grazing orbit. In Section III, we investigate the character of the
determinant and the trace of the Jacobian matrix, and prove the main results of
this paper. In Section IV, through numerical tests, we demonstrate that the bi-
furcation diagrams do not show any abrupt transition to a non-local orbit if the
frequency ratio satisfies the condition given in Section III, which implies that the
stretching behavior does indeed disappear under this condition.
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Figure 1. The Hard impact oscillator.

2. The Hard Impact Oscillator. As a typical model of an impacting system,
we consider a one-degree-of-freedom oscillator, acted upon by a periodic external
force G(t), undergoing instantaneous impact with a hard wall (Fig. 1) placed at a
distance σ from the equilibrium position of the mass. The evolution of its state
vector x = (u, u̇, t)T is governed by a set of ordinary differential equations (ODEs)
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coupled with a set of reset maps as

ẋ = F (x), if x ∈ S+ (1)

x 7→ R(x), if x ∈ Σ (2)

where, S+ = {x : H(x) > 0} and Σ = {x : H(x) = 0}. H(x) is a smooth function,
whose zero set defines the hard boundary Σ. The flow given by (1) is restricted only
in the region S+ ∪ Σ. The three cases of nonimpacting orbit, grazing orbit, and an
impacting orbit are shown in Fig. 2.

. . .

(a) (b) (c)

Σ Σ Σ
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Figure 2. Behavior of orbits close to the switching plane Σ: (a)
a nonimpacting trajectory, (b) a grazing trajectory, and (c) an im-
pacting trajectory. Upon impact, the velocity instantly reverses
while the position remains the same. Thus the state instantly
jumps to a new position, given by the mapping x 7→ R(x).

The normal velocity v(x) is defined as the rate at which the trajectory approaches
the impact boundary. It is given by

v(x) :=
dH(x)

dt
=

∂H(x)

∂x

dx

dt
= HxF (x). (3)

Here the subscript x implies partial derivative with respect to x, i.e., Hx denotes
the gradient. The right hand side of (3) gives the normal velocity if Hx 6= 0 on Σ.
Similarly the normal acceleration a(x) of the flow with respect to the boundary is

a(x) := (HxF )xF (x).

We may now be more specific about the form the reset map R(x) takes. To that
end, we observe that the reset map has to be a smooth function of the normal
velocity v(x) and furthermore R maps x to itself when grazing occurs. Since at
grazing the normal velocity with respect to the boundary becomes zero (v(x) = 0),
the reset map can be formulated as

R(x) = x + W (x)v(x) (4)

where W is a smooth 3 × 1 vector.
Grazing occurs when a trajectory becomes tangent to the discontinuity boundary

Σ, as shown in Fig. 2(b). A point x = x∗ is called a regular grazing point if it satisfies
the conditions

H(x∗) = 0 (5)

v(x∗) = 0 (6)

a(x∗) = a∗ > 0 (7)

In addition the scalar function H(x) is assumed to be well defined at x = x∗, i.e.,
Hx(x∗) 6= 0.



4 KUNDU, BANERJEE, AND GIAOURIS

2.1. Grazing and Discontinuity Mapping. In this section we briefly review the
current approach in obtaining the discrete-time Poincaré map in the neighborhood
of the grazing orbit [8, 9, 10], as a stepping stone for our analysis.

In this approach, one observes the state at every positive-slope zero-crossing of
the forcing function, and obtains the function xT = f(x0), where T is the period
of the forcing function, and the discrete-time state vector is (u, u̇, t)T . For the part
of the flow that does not have any impact with the discontinuity boundary the
mapping is given by the function F only (see Fig. 3), as xT = ϕ(x0, T ), where ϕ is
the flow.

x
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Figure 3. Obtaining the map xT = f(x0).

Let there be an orbit which grazes the discontinuity boundary Σ at a point x∗.
Let us consider an impacting trajectory close to the grazing one. In that case we
consider the evolution from t = 0 to a point x1 at a time τ0, close to but before the
impact, such that under small perturbation a perturbed trajectory also does not
experience impact at the same time. The trajectory reaches the switching surface
at x2 and then the reset map takes it to x3 (Fig. 4). After having reached the point
x3, we back-trace the trajectory governed by the ODE (1), to the point x4 such that
the time taken by the trajectory to reach from x1 to x3 is the same as would have
been taken by the flow to reach from x4 to x3. Now, in order to obtain the Poincaré
map, one has to move from observation instant (the point x0 in Fig. 3) to the next
(xT ) after the lapse of time T . As per Nordmark’s formulation, we can consider
this evolution as composed of smooth evolutions from x0 to x1 for the interval τ0,
and from x4 to xT for the interval (T − τ0). But then we would have to consider
a correction represented by the instantaneous shift of position from x1 to x4. The
“Zero-time Discontinuous Mapping” (ZDM) is defined as the mapping x1 7→ x4.

In the literature, the state transition matrix across a switching event is called
a saltation matrix. Its form has been derived in [14, 10] under the assumption of
transversal intersection of the trajectory with the switching manifold in the phase
space. The ZDM as described above is basically the saltation matrix close to the
grazing condition, where the trajectory becomes tangential to the switching surface.

Thus, the complete stroboscopic Poincaré map is composed of three components:

Ps = P2 ◦ S ◦ P1. (8)
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where

P1 = ϕ(x0, τ0),

P2 = ϕ(x4, T − τ0),

and S is the saltation matrix for this special case, or the ZDM.
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Figure 4. Zero-time discontinuity mapping near grazing.

Let ϕ(x1, t) be the solution of the ODE starting from x1, i.e., ϕ(x1, 0) = x1. It
has been shown in [9] (see [10] for a detailed treatment) that the form of the ZDM,
excluding higher order terms of y (defined after (9)), is

x4 = x1 − W ∗(
√

2a∗)y (9)

where, W ∗ = W (x∗), and y =
√

−Hmin(x1). Hmin(x1) is defined [10] as the local
minimum value of H(ϕ(x1, t)), i.e., the lowest point that the trajectory starting at
x1 would have reached if the switching boundary were not there. Obviously, for the
situation shown in Fig. 4, Hmin(x1) will be negative except for the case when x1 is
the same as x∗.

Using (9) the form of the stroboscopic map can be derived, in first order approx-
imation, as:

P1 : x 7→ N1x

S ◦ P1 : x 7→ N1x −
√

2a∗

√

−Hmin(N1x)W ∗

P2 ◦ S ◦ P1 : x 7→ N2N1x −
√

2a∗

√

−Hmin(N1x)N2W
∗

where N1 := dP1

dx
|x=x0

, N2 := dP2

dx
|x=x∗ .

If x0 lies on a periodic orbit, its stability depends on how a perturbation (x−x0)
at an observation instant maps to the next observation instant. Since x0 maps to
the point P2(S(P1(x0))), this map takes the form

(x − x0) 7→ N2N1(x − x0) −
√

2a∗

√

−Hmin(N1x)N2W
∗ (10)

Also Hmin(N1x) is linearized about grazing to the form

Hmin(N1x) = HxN1(x − x0) + H.O.T

As can be seen from the expression of the stroboscopic map, and also of the ZDM
alone, a square-root term

√
−Hmin is present which accounts for the square-root

singularity when the Jacobian of the map is considered.
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3. Investigating the Jacobian for Singularity. Now we investigate the con-
straints on the elements of the Jacobian. It has been shown earlier [15, 16] that
such a Jacobian matrix J , through a coordinate transformation, can be expressed
in the normal form:

J ′ =

(

tr(J) 1
−det(J) 0

)

(11)

where tr(J) and det(J) are the trace and the determinant respectively, of the 2-D
Jacobian matrix. Since the trace and the determinant are invariant under coordinate
transformation, the character of the dynamics around a fixed point is given by just
these two numbers. On the basis of this argument, much of the earlier work on
border collision bifurcations investigated the dynamics of a piecewise linear map

[

xn+1

yn+1

]

=























J ′

L

[

xn

yn

]

+ µ

[

1
0

]

for xn ≤ 0

J ′

R

[

xn

yn

]

+ µ

[

1
0

]

for xn ≥ 0

(12)

representing the local behavior in the neighborhood of the border. Here the phase
space is divided into two halves separated by the borderline xn = 0, and the matrices
J ′

L and J ′

R are the transformed Jacobian matrices in the left half and the right half
of the phase space respectively. The variation of the parameter µ from a negative
to a positive value causes the border collision bifurcation, and the outcome of the
bifurcation depends on the trace and the determinant at the two sides of the border.
In tune with this logic, we explore how the trace and the determinant of the Jacobian
matrix change across the grazing condition.

The Jacobian of the stroboscopic map of an impacting orbit near grazing would
be

J = N2◦JZDM◦N1 (13)

where JZDM is the Jacobian of the ZDM given by

JZDM = I +
√

2a∗
W ∗Hx

2
√
−Hmin

. (14)

To arrive at the particular forms W ∗ and Hx would take, let us concentrate on
the one degree-of-freedom impact oscillator of Fig. 1. For u < σ the motion of the
mass is governed by the differential equation (1), which can be expressed in the
form

d2u

dt2
+ 2ζωn

du

dt
+ ωn

2u = g(t), (15)

where ζ is the damping factor and ωn is the natural frequency of oscillation. For
the system shown in Fig. 1, ζ = c/2

√
kM , ωn =

√

k/M and g(t) = G(t)/M . At
u = σ the reset map R is applied. The equation of the discontinuity boundary Σ in
the present case is

H(x) = H(u, u̇, t) = σ − u.

Thus we have ∂H
∂u̇

= 0, ∂H
∂t

= 0 and hence,

Hx = (h1 0 0). (16)

where h1 = ∂H
∂u

. In this particular case h1 = −1, but for our purpose it suffices to
note that the second and third terms are zero.
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The reset map is R : Σ 7→ Σ, where R(x) has the form given in (4). Since
the position of the mass just before the impact, u−, is same as that just after the
impact, u+, we can write (4)

W = (0 1+r 0)T ; (17)

where r is the constant of restitution.
Using (16) and (17) in (14) we obtain

JZDM = I +
√

2a∗
W ∗Hx

2
√
−Hmin

=





1 0 0
0 1 0
0 0 1



+

√
2a∗

2
√
−Hmin





0
1+r

0





(

h1 0 0
)

=





1 0 0
0 1 0
0 0 1



+

√
2a∗

2
√
−Hmin





0 0 0
(1+r)h1 0 0

0 0 0





=





1 0 0
α 1 0
0 0 1



, (18)

where

α =
(1+r)h1

√
2a∗

2
√
−Hmin

.

3.1. Investigating the Determinant for Singularity. From (13), the determi-
nant of the normal form map near grazing is

|J | = |N2||JZDM ||N1| = |N2||N1|
since |JZDM | = 1, from (18).

Since the singularity is only in the ZDM, and not in the maps N1 and N2,
we conclude that the determinant of the normal form map does not contain the
square-root singularity, and remains invariant in the immediate neighborhood of
the grazing orbit.

However, as shown earlier, the ZDM formulation is applicable only in the im-
mediate neighborhood of the grazing orbit. For impacting orbits away from the
grazing condition (where impact occurs with a non-zero velocity), one has to con-
sider the state transition matrix across the switching event, which is called the
saltation matrix. The form of the saltation matrix was shown to be [10]

S = Rx +
[F (R(x∗)) − RxR(x∗)]

Hx(x∗)F (x∗)
Hx(x∗)

In our case, after simple algebraic manipulation, its form comes out to be

S =





−r 0 0

− (1+r)(ku−mg(t))
mv

−r 0
0 0 1





⇒ |S| = r2

Therefore, as the change of a parameter drives the system away from grazing well
into the impacting mode, the determinant of the Jacobian matrix is multiplied by
a factor r2.
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Fig. 5 shows the variation of the determinant of the Jacobian matrix, obtained
numerically with the value of r taken to be 0.9. For each parameter value, the peri-
odic orbit was located, and the Jacobian was obtained by observing the subsequent
iterations starting from a perturbed initial state. To further explain the situation,
we note that for a periodic orbit an initial state xi0 is mapped to itself by the normal
form map. We perturb the initial state to xi1 so that it is mapped to xe1 by the nor-
mal form map. Then from the definition of the Jacobian, (xe1−xi0) = J(xi1−xi0).
We can iterate the map for many such perturbed initial states and note down the
final states on the Poincaré plane and compute the Jacobian from the initial and
final states. The graph shows a steep but continuous variation, finally attaining a
value that is r2 times the value of the determinant before impact.
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Figure 5. The variation of the determinant of the Jacobian matrix
with change in the amplitude of the forcing function (r = 0.9).

3.2. Investigating the Trace for Singularity. Since the Jacobian matrix is sin-
gular but the determinant of the matrix is nonsingular, the normal form (11) shows
that the singularity must be contained only in the trace of the matrix. We now
probe the form of the trace.

To obtain the expression for the trace of the Jacobian J in (13), we need to obtain
the expressions for the maps P1 and P2 first. Let us consider a periodic solution to
the equation given in (15) as

p(t) = (u(t), v(t), t)
T
.

Let (p(t) + δp(t)) be a perturbed orbit, where δu satisfies the variational equation

δü + 2ζωnδu̇ + ωn
2δu = 0. (19)

The variational equation needs to be solved to obtain the perturbed flow δp(τ) =
(δu(τ), δv(τ), 0)T . Solving the variational equation amounts to solving the first-
order differential equations

d

dt





δu(t)
δv(t)

0



 =





0 1 0
−ωn

2 −2ζωn 0
0 0 0









δu(t)
δv(t)

0



,

with δu(0) = δu0, δv(0) = δv0.
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For ζ < 1, the solution of the above problem for a time of evolution τ can be
expressed as





δu(τ)
δv(τ)

0



 = Nτ





δu0

δv0

0



 (20)

where

Nτ = e−ζωnτ









cos(ω0τ) + ζ√
1−ζ2

sin(ω0τ) sin(ω0τ)/ω0 0

− 1√
1−ζ2

ω0 sin(ω0τ) cos(ω0τ) − ζ√
1−ζ2

sin(ω0τ) 0

0 0 1









with ω0 = ωn

√

1 − ζ2.
Now we can proceed to obtain the expression of the trace of the Jacobian in (13).

In the situation shown in Fig. 3, using the notation in (20), we get

N1 = Nτ0
= e−ζωnτ0





n11 n12 0
n13 n14 0
0 0 1



 (21)

N2 = N(T−τ0) = e−ζωn(T−τ0)





n21 n22 0
n23 n24 0
0 0 1



, (22)

where nij represent the shorthand form of the terms in (20).
Using (18), (21) and (22) in (13), we get the Jacobian as

J = e−ζωnT





n21 n22 0
n23 n24 0
0 0 1









1 0 0
α 1 0
0 0 1









n11 n12 0
n13 n14 0
0 0 1





= e−ζωnT





n21 + αn22 n22 0
n23 + αn24 n24 0

0 0 1









n11 n12 0
n13 n14 0
0 0 1





= e−ζωnT





n21n11 + n22n13 + αn22n11
∗ 0

∗ n23n12 + n24n14 + αn24n12 0
0 0 1





Simple algebraic manipulation yields the trace as

Tr(J) = e−ζωnT {n21n11 + n22n13 + n23n12 + n24n14

+α(n22n11 + n24n12) + 1} (23)

The expression for the trace of the Jacobian Tr(J), in (23), shows that the singu-
larity term α has a coefficient (n22n11 + n24n12). Let us take a closer look at this
coefficient.
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Figure 6. The graphs show the variation of the trace of the Jaco-
bian matrix with the variation of the parameter: (a) for m =2.97,
and (b) for m =3.

Since

n11 = cos(ω0τ0) +
ζ

√

1 − ζ2
sin(ω0τ0)

n12 =
sin(ω0τ0)

ω0

n22 =
sin{ω0(T − τ0)}

ω0

n24 = cos{ω0(T − τ0)} −
ζ

√

1 − ζ2
sin{ω0(T − τ0)}, (24)

after simple manipulation we get

n22n11 + n24n12 =
sin(ω0T )

ω0
. (25)

Let a number m be defined as

m =
2ω0

ωforcing

where ωforcing is the angular frequency of the periodic forcing function g(t), i.e.,
ωforcingT = 2π. It follows that

n22n11 + n24n12 6= 0, ∀ non-integer m (26)

Equation (26) implies that when m is non-integer, the coeffcient of α in the
expression of the trace (23) of the Jacobian of the stroboscopic map must be a non-
zero entity. Thus the singularity in α survives, and hence a square-root singularity
must occur in the trace of the Jacobian.

This result also has a very interesting implication: that the singularity must
vanish for

ωforcing =
2ω0

m
, (27)

where m is an integer. This implies that if the frequency is chosen to satisfy (27),
the singularity will disappear, and there will be no stretching of the phase space in
the neighborhood of a grazing orbit. Fig. 6 shows the variation of the trace from
the non-impacting condition to the impacting condition, obtained from simulation.
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Figure 7. (a) The bifurcation diagram showing the effect of infi-
nite local stretching at m = 2.97. (b-f) The bifurcation diagrams
for integer values of m: (b) m=1, (c) m=2, (d) m=3, (e) m=4,
(f) m=5.

It clearly shows that for a non-integer value of m the trace exhibits a square-root
singularity, while for an integer value of m it does not.

4. Numerical test of vanishing singularity. It is known that close to grazing
in an impact oscillator, there is a sudden transition to a much larger chaotic orbit
[17, 10] owing to the stretching in the phase space. As a typical example, the
bifurcation diagram for m = 2.97 is shown in Fig. 7(a) for M = 1 kg, c = 0.5 N-
s/m, and k = 1 N/m. At an excitation amplitude of 0.2759 N, the orbit experiences
grazing, resulting in the disappearance of the local behavior and the onset of a much
larger chaotic orbit.

In contrast, when m is taken to be an integer, the bifurcation diagrams shown
in Fig. 7(b-f) do not display any abrupt disappearance of the local orbit close
to grazing. This shows that the singularity does indeed disappear if the damped
frequency of the oscillator is an integral multiple of half of the forcing frequency.
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This observation may have important technological consequences. In engineering
systems where there can be nonimpacting as well as impacting motion (for example,
in bearings with clearance) it has been observed that, as an increase in the oscillation
amplitude drives it into the grazing condition, the system goes into a violent chaotic
vibration. This is recognized to be a major problem in such systems, and some
research effort has been directed towards developing control methods to suppress
the oscillation [17]. Our result shows that such unwanted vibration can be avoided
if the excitation frequency is chosen to satisfy the above condition in relation to the
natural frequency of the system.

The plots also show that, for odd m values, the position coordinate of the fixed
point decreases after grazing, while it increases at even values of m. To understand
what is causing this different behavior for odd and even values of m, we consider
the normal form map given by (11) and (12), and solve for the fixed points before
the impact (x∗

L, y∗

L) and after the impact (x∗

R, y∗

R). Combining (11) and (12), we
get

(

x∗

L

y∗

L

)

=
1

(1 − τL + δL)

(

µ
−µδL

)

(

x∗

R

y∗

R

)

=
1

(1 − τR + δR)

(

µ
−µδR

)

(28)

where, τL is the trace and δL is the determinant of the Jacobian matrix for a non-
impacting orbit, and τR and δR are those for an impacting orbit, evaluated close to
the grazing condition. Since the determinant does not change through the impact,
we have δL = δR = δ.

(

x∗

R

y∗

R

)

−
(

x∗

L

y∗

L

)

=
(τR − τL)

(1 − τL + δ)(1 − τR + δ)

(

µ
−µδ

)

. (29)

Thus with the help of a 2D normal form map in (12), we see that the change in
the location of the fixed point due to impact depends on the change in the trace of
the Jacobian matrix. With this observation we now revert back to our system of
one degree-of-freedom oscillator. While calculating the Jacobian, we consider the
saltation matrix S [10] in order to account for non-zero-velocity impacts as well.
Thus,

JR = N2SN1; S =





−r 0 0

− (1+r)(ku−mg(t))
mv

−r 0
0 0 1





JL = N2N1; (30)

Following simliar algebra as in (23), we obtain the traces

τR = e−ζωnT {−r(n21n11 + n22n13 + n23n12 + n24n14) + 1}
τL = e−ζωnT {n21n11 + n22n13 + n23n12 + n24n14

+β(n22n11 + n24n12) + 1}; β = − (1 + r)(ku − mg(t))

mv
. (31)

For integral values of m in (27), using (25) we have

τR − τL = e−ζωnT {−(1 + r)(n21n11 + n22n13 + n23n12 + n24n14)} (32)
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since n22n11 + n24n12 = 0. Using (24), and noting that

n21 = cos{ω0(T − τ0)} +
ζ

√

1 − ζ2
sin{ω0(T − τ0)}

n23 =
−ω0 sin{ω0(T − τ0)}

√

1 − ζ2

n13 =
−ω0 sin(ω0τ0)
√

1 − ζ2

n14 = cos(ω0τ0) −
ζ

√

1 − ζ2
sin(ω0τ0), (33)

we can write,

(n21n11 + n22n13 + n23n12 + n24n14)

=

(

1 − 2ζ2

1 − ζ2
+

1
√

1 − ζ2

)

cos(ω0T ) +

(

1

1 − ζ2
− 1
√

1 − ζ2

)

cos{ω0(2τ0 − T )}

≈ 2 cos(ω0T ); ζ << 1

= 2 cos(mπ)

=

{

+2; m = even
−2; m = odd

Thus we see that the sign of (τR − τL) alternates as m takes even and odd values.
Hence, from (29), for even and odd values of m, we see that the fixed point moves
in opposite directions (Fig. 7).

5. Conclusions. In this paper we have analyzed the character of the map function
of an impact oscillator, as the variation of a parameter drives the system from a
non-impacting orbit to an impacting orbit. It is known that in such condition the
Jacobian matrix undergoes an abrupt change and has a square root singularity. We
probed if the changes in the elements of the Jacobian matrix are subject to some
constraints.

From the earlier literature one could conclude that the determinant of the Jaco-
bian matrix cannot contain a singularity. In this paper we have demonstrated that
the determinant of the Jacobian matrix must remain invariant across the grazing
condition. Moreover, as the velocity of impact increases, it must change smoothly
to a value r2 times the value for a nonimpacting orbit.

We have shown that, if the Jacobian matrix is moulded in the normal form by
a coordinate transformation, only the trace (which is invariant across coordinate
transformation) contains the singularity. Thus the square-root singularity is ex-
pressed only in the trace of the Jacobian matrix, i.e., the trace of the Jacobian
matrix assumes an infinite value immediately following grazing.

We have shown that the singularity itself is not an invariant property of the
system. The singularity vanishes if the parameters of the oscillator and the forcing
function are chosen such that ωforcing = 2ω0/m, where m is an integer. It is known
that the singularity is a source of many problems in practical systems because of the
sudden transition to a large-amplitude chaotic motion following grazing, and people
have been thinking of ways to control the oscillations resulting from the singularity.
Our observation on the disappearance of the singularity points to aspects in system
design that can avoid this problem.
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The above theoretical prediction has been validated using simulated bifurcation
diagrams. The numerically obtained bifurcation diagrams showed different behav-
iors not only for noninteger and integer values of m, but also for even and odd
values of m. We analytically explained why this must be so.
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