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Summary

Many stars are observed to possess magnetic fields, although the origin of this magnetic

activity is still not fully understood. This thesis discusses the application of mean-field

dynamo theory to the Sun and other late-type stars. The first chapter is introductory in

nature, and discusses relevant observational details concerning stellar magnetic fields.

The next chapter (which is also introductory) reviews the theoretical aspects of hydro-

magnetic dynamos and describes ways in which this theory has already been used to

describe the solar dynamo.

Motivated by the fact that the solar magnetic field was highly asymmetric during the

period known as the Maunder minimum, Chapter 3 describes a simple (one-dimensional)

Cartesian model that exhibits dynamo oscillations where most of the activity is confined

to one hemisphere. Such asymmetry is the result of an interaction between dynamo

modes of dipolar and quadrupolar parity and, where they occur, these solutions seem

to be remarkably robust.

The remainder of this thesis deals with the numerical simulation of more realistic

(two-dimensional) mean-field dynamo models. Chapter 4 describes several models which

incorporate different features and nonlinearities in (axisymmetric) spherical geometry.

Particular emphasis is placed upon the numerical techniques and the subsequent val-

idation of the dynamo codes. In Chapter 5, the resulting dynamo codes are used to

model the solar dynamo, incorporating an analytic fit to the solar differential rotation

profile. These simulations, when coupled with the solar observations, are used to dis-

criminate between different forms of the mean-field α-effect. The constraints imposed by

the observations of the (so-called) torsional oscillations are also examined in detail, in

Chapter 6, with particular reference to the relationship between these oscillations and

time-dependent modulational behaviour.

Finally, in Chapter 7, these ideas are applied to those (very active) late-type stars
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that are rotating much more rapidly than the Sun. Unlike the Sun, such stars very

often have large polar starspots. Rapid rotation suggests a Coriolis-dominated Taylor-

Proudman-like differential rotation profile. Some of the observed features of these stars

are reproduced; in particular, this model naturally leads to magnetic activity at high

latitudes.
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Chapter 1

Introduction

It has long been known that the Earth possesses a magnetic field, but it wasn’t until the

beginning of the last century that magnetic fields were first detected in the Sun by Hale

(1908). This was the first instance of magnetic fields being found in any astrophysical

body other than the Earth. Since then it has been established that the Earth and the

Sun are not unique in their magnetic activity, with magnetic fields being found in other

planets and stars. On a much larger scale, it is now apparent that many galaxies also

possess magnetic fields. Explaining how magnetic fields arise in astrophysical systems is

one of the key questions in modern astrophysics.

1.1 The solar-stellar connection

The Sun plays a major role in the study of stellar magnetic activity. As our closest star,

observations of the Sun have given us very detailed information about its structure and

behaviour. For more distant stars it is clearly not possible to get the same level of detail

in the observations, but it seems highly plausible that stars like the Sun will behave in

a very similar way. We can therefore use what we know about the Sun to predict how

other solar-like stars will behave. This idea is known as the solar-stellar connection.
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Figure 1.1: A schematic Hertzsprung-Russell diagram. The dotted line represents the

approximate boundary between the hotter stars that are classified as “early-type”, on

the left, and the cooler “late-type” stars on the right. The locations of the different

spectral classes are also indicated.

If we wish to compare observations of the Sun with those of another star, we need

to know how similar the two stars actually are. It is important, therefore, to have some

means of classifying different types of stars. Stars are commonly grouped according to

their position on the Hertzsprung-Russell diagram (Figure 1.1), which plots the lumi-

nosity of a star against its effective surface temperature (or, equivalently, spectral type)

– see, for example, Kippenhahn and Weigert (1990). Each of the spectral classifications

given in Figure 1.1 is subdivided into 10 subclasses – for example, the Sun is classi-

fied as a G2 star. The main sequence is one of the most prominent features on the

Hertzsprung-Russell diagram, and is of particular interest because the Sun is a main
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sequence star. The initial position of a star on the main sequence is determined by its

mass, with very different features being observed on low-mass and high-mass stars. The

upper main sequence is defined as those (so-called) early-type main sequence stars that

have a mass greater than (approximately) 1.2M⊙, and such stars have a high luminos-

ity and effective surface temperature. They also possess convective cores and radiative

outer envelopes. Lower main sequence stars, such as the Sun, are late-type stars that

have a lower luminosity and effective surface temperature. They also differ from upper

main sequence stars in having a radiative core and an outer convective envelope. Given

the fact that the Sun is a late-type star, it is with other late-type stars that the most

productive solar-stellar comparisons can be made.

1.2 Magnetic activity in late-type stars

1.2.1 General trends

The direct measurement of magnetic fields in stars is achieved by analysing the Zee-

man broadening of spectral lines. The analysis assumes that the stellar atmosphere is

made up of radial patches of some well-defined magnetic field strength, embedded in

a non-magnetic atmosphere (see, for example, Schrijver and Zwaan, 1999). It is then

possible to deduce the mean magnetic field strength and the so-called filling factor (the

percentage of the stellar atmosphere that contains magnetic field). Magnetic measure-

ments carried out for a range of late-type stars (see, for example, Saar, 1996) show that

the characteristic magnetic field strengths associated with these stars vary from about

1000G for moderately active stars up to about 4200G for extremely active stars. The

filling factors vary even more dramatically: from a few per cent in moderately active

stars up to around 60 per cent in very active stars.

It is well known that Ca+ H and K emission is correlated with solar magnetic activity,

and these emission lines provide the best method for monitoring magnetic activity in
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other stars. One such survey for late-type stars has been carried out by Baliunas et al.

(1995). The key result here is that for stars of a given spectral type, there is a clear

correlation between magnetic activity and rotation rate. Rapidly rotating late-type stars

are very active and rarely display any kind of smooth cyclic behaviour, whilst slower

rotators (like the Sun) are less active but often exhibit cyclic magnetic activity. The

dependence of magnetic activity upon rotation rate was first quantified by Noyes et al.

(1984), who used these chromospheric emission lines to establish a close correlation

between the magnetic activity of a star and its inverse Rossby number, Ro−1 = Ωτc,

where Ω is the angular velocity of the star and τc is the star’s (theoretically predicted)

convective turnover time – the larger the value of Ro−1, the more active the star.

In fact, it is possible to link the magnetic activity of late-type stars with the length of

time that they have spent on the main sequence. The angular velocity of a star increases

as it contracts onto the main sequence, due to the conservation of angular momentum

(see, for example, Weiss, 1994). However, as the star evolves during its main sequence

phase, the action of magnetic braking by the magnetic field associated with the stellar

wind (Mestel, 1968, 1999), will cause the star to lose angular momentum. Therefore,

the rotation rates of main sequence stars will decrease with time. In fact, as first noted

by Skumanich (1972), the decline in rotation rates in older main sequence stars closely

follows a power law with the angular velocity decaying like t−1/2. In order to quantify

the kind of rotation rates that are being discussed here: the most rapidly rotating young

late-type stars have a rotational period of the order of 0.3 days, whilst the Sun (a typical

slower rotator) has a sidereal rotational period of about 25 days. It is clear that there

is a correlation between age and rotation rate, and therefore age and magnetic activity,

with young stars generally being the most active. In some binary systems – such as the

RS CVn stars – this relationship between age and rotation rate does not apply. This

is because tidal interactions tend to enforce rapid rotation in these systems, and any

angular momentum loss through stellar winds from either of the binary components can
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be replenished from the orbital angular momentum of the system (Schrijver and Zwaan,

1999). Due to their rapid rotation, these binaries tend to be highly magnetically active,

regardless of their age.

Although this section is primarily concerned with activity in late-type stars, it is

worth mentioning that other types of stars possess magnetic fields. Zeeman line broad-

ening indicates that magnetic fields are also found on some early-type stars (Mestel,

1999). The strength of the fields on these magnetically active (so-called) Ap stars is

typically of the order of 103–104G, although weaker fields have also been observed. Mov-

ing off the main sequence, much stronger magnetic fields have been observed on white

dwarfs (Kemp et al., 1970) and on neutron stars (Mestel, 1999).

1.2.2 Solar magnetic activity

The Sun is a middle-aged lower main sequence star and, therefore, is rotating relatively

slowly. The results described above would suggest that its magnetic activity should be

cyclic in character, and that is precisely what is observed. It is important to understand

the main observational features of magnetic activity in the Sun before formulating any

theory for magnetic field generation, and I will simply summarise the main points here.

Further details can be found in Tayler (1997), Stix (2002) and Tobias (2002b).

The 11 year sunspot cycle was first noted by Schwabe in 1843 (see, for example,

Rüdiger, 1989; Stix, 2002). This is, historically, the first hint of cyclic magnetic behaviour

in the Sun, although this was not apparent at the time because the magnetic origin of

sunspots was not then understood. Schwabe did little more than count sunspot numbers,

but observations subsequently carried out, independently, by Carrington and Spörer

(as described by Rüdiger, 1989) soon established further patterns in the behaviour of

sunspots. It was found that sunspots are confined to low latitudes – appearing at (about)

±30◦ at the start of each cycle. The zones of sunspot activity then migrate equatorwards,

with the number of sunspots first increasing to a maximum and then decreasing as the
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Figure 1.2: The Butterfly Diagram. Here, the sunspot number is plotted as a function

of latitude (the vertical axis) and time (the horizontal axis). This image was produced

by D. Hathaway.

zones of activity near the equator, until the sunspot number reaches a minimum. The

cycle then repeats with a period of approximately 11 years. The sunspot cycle is often

represented by the familiar butterfly diagram (Figure 1.2), which was first introduced

by Maunder (1904). This diagram also demonstrates that the sunspot coverage varies

from cycle to cycle, which implies that this 11 year cycle is modulated in some form.

Sunspot records suggest that this modulation is aperiodic.

Since Hale (1908) used the Zeeman splitting of spectral lines to show that sunspots

were magnetic, it has become clear that sunspots can provide a great deal of information

about the nature of magnetic fields within the Sun. With typical field strengths of

approximately 2500–3000G, sunspots are the most prominent magnetic features on the

solar surface, and they are found exclusively within active regions at low latitudes.

Most young active regions are bipolar in nature, and are observed on the solar surface

as two adjacent patches of opposite magnetic polarity appearing at approximately the

same latitude (see, for example, Schrijver and Zwaan, 1999). These active regions often

contain large (bipolar) sunspot pairs. A study of the properties of these sunspot pairs

was carried out by Hale et al. (1919), and regular patterns were found. Firstly, in each

solar hemisphere, the leading member of a sunspot pair almost always possesses the
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same polarity. Secondly, sunspot pairs have opposite leading polarities in the Northern

and Southern hemispheres. Finally, these polarity patterns reverse from one cycle to the

next. These observations are commonly referred to as Hale’s polarity laws.

An attractive explanation for the formation of bipolar active regions is that they are

the result of loops of azimuthal magnetic flux breaking through the photosphere. The

regular patterns of emergence – as described by Hale’s laws – suggest that, if sunspots

are indeed the surface manifestation of some submerged magnetic field, this subsurface

magnetic field must also have regular properties. In particular, the azimuthal component

of the magnetic field must be antisymmetric about the equator and, given that the

sunspot polarities flip at the end of each 11 year cycle, the full magnetic cycle must be

approximately 22 years. Before this theory can be accepted, it is necessary to establish a

physical mechanism by which loops of magnetic flux can be transported from the site of

this coherent magnetic field to the photosphere. It was Parker (1955a) and Jensen (1955)

that first (independently) pointed out that an isolated, horizontal magnetic flux tube (in

thermal equilibrium with the fluid around it) will be less dense than its surroundings,

and therefore buoyant. It has subsequently been shown that magnetic buoyancy can also

lead to the formation of rising flux tubes from a horizontal layer of magnetic fluid (see,

e.g. Hughes, 1992; Matthews et al., 1995). So, magnetic buoyancy is clearly capable of

explaining how magnetic flux from the solar interior could appear at the surface of the

Sun.

The magnetic fields associated with sunspots, and active regions in general, provide

a great deal of information concerning the nature of the azimuthal component of the

subsurface field. Active regions are a low-latitude phenomenon, but magnetograms show

that there are much weaker magnetic fields to be found at high latitudes (of the order

of a few Gauss). Each polar cap has a clear dominance of one magnetic polarity, with

opposite dominant polarities on opposite poles (Schrijver and Zwaan, 1999; Stix, 2002).

Like the magnetic field associated with active regions, this polar field is observed to
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oscillate with a period of about 22 years. However, rather than oscillating in phase

with the the low-latitude activity, the polar field is observed to reverse near sunspot

maximum, and reaches its maximum extent around sunspot minimum. The sunspot field

is therefore oscillating approximately 90◦ out of phase with the polar field. This regular

behaviour suggests that the polar field is actually the radial component of the large-scale

subsurface magnetic field. The symmetries of the mean solar magnetic field that have

been described above seem to be relatively robust, with the equatorial antisymmetry of

both the radial and azimuthal components being preserved from one cycle to the next.

A magnetic field with this kind of symmetry is normally described as having dipolar

parity.

The recent sunspot records (see Figure 1.2) suggest that the 11 year sunspot cycle

has been remarkably persistent. However, the sunspot cycle has not always been so

regular. Starting about midway through the 17th century, there was a period of about

70 years when very few sunspots were observed – this period of time is known as the

Maunder minimum (Eddy, 1976). It is clear that the lack of sunspots was genuine and

not due to deficiencies in the solar observations (Ribes and Nesme-Ribes, 1993). In fact,

even though there were few sunspots observed during the Maunder minimum, they still

provide us with some information concerning the large-scale subsurface field within the

Sun. As shown in Figure 1.3, those sunspots that were observed during the final stages

of the Maunder minimum were almost entirely confined to the Southern hemisphere

(Ribes and Nesme-Ribes, 1993; Sokoloff and Nesme-Ribes, 1994), within about 20◦ of

the equator. Such asymmetry in the appearance of sunspots strongly suggests that the

underlying magnetic field had (temporarily) departed from dipolar symmetry.

In order to assess the significance of the Maunder minimum to the global picture

of solar magnetic activity, we need to know whether it was a unique event or whether

such “grand minimum” phases are a recurrent feature of the solar cycle. Sunspot records

do not extend far enough back in time to provide this information, so other sources of
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Figure 1.3: Sunspot observations during the latter stages of the Maunder minimum

(taken from Sokoloff and Nesme-Ribes, 1994).

information are required. Perhaps surprisingly, much can be learnt about solar magnetic

activity from the study of terrestrial deposits of 10Be in ice cores, and 14C in tree rings

(see, for example, Beer et al., 1991; Wagner et al., 2001). These isotopes are generated

as the result of cosmic rays entering the Earth’s atmosphere. The magnetic fields that

are associated with the solar wind tend to deflect these cosmic rays away from the

Earth, therefore the abundance of these terrestrial isotopes is anti-correlated with solar

magnetic activity. Studies of 10Be and 14C have shown that grand minimum phases –

similar to the Maunder minimum – are a regular feature of the solar magnetic cycle,

with a grand minimum occurring (on average) about every 200 years. Interestingly, it

is still possible to observe cyclic behaviour in the 10Be records during the Maunder

minimum (Beer et al., 1998). This suggests that some kind of cyclic magnetic activity
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was occurring in the Sun during this period, but not at a high enough level to produce

many sunspots. The solar-stellar connection suggests that “solar-like” late-type stars

should also experience grand minimum phases, and behaviour of this type seems to

have been found (Baliunas and Jastrow, 1990; Baliunas et al., 1995).

1.2.3 Activity in rapidly rotating late-type stars

As described above, rapidly rotating late-type stars show different patterns of magnetic

activity to that found in older late-type stars. So, it is unclear how much the Sun can tell

us about magnetic activity in rapid rotators. As such detailed observation of more distant

stars is clearly not possible, information about the distribution of magnetic fields on the

surface of these stars can only be provided by indirect imaging techniques. Photometric

techniques (see, e.g., Oláh and Strassmeier, 2002) can be used to provide qualitative

information regarding the starspot coverage. Light curves for highly spotted stars can

show a great deal of modulation as the star rotates – Byrne (1992) found modulation

of the order of 40 per cent for the RS CVn binary II Peg. This level of modulation

can only occur if a very large fraction of the stellar surface is covered by starspots.

Having said that, the analysis of light curves cannot provide detailed information about

the surface distribution of starspots. The most commonly used technique for surface

imaging is Doppler imaging (Rice, 1996, 2002). The latitudinal distribution of starspots

can be deduced by the speed at which “bumps” travel across the rotationally-broadened

spectral line profiles as the star rotates. Many Doppler imaging surveys have been carried

out for rapidly rotating stars (for a recent survey, see Strassmeier, 2002).

The most surprising finding from Doppler imaging surveys is that rapidly rotating

late-type stars often have surface magnetic fields at all latitudes, with a high proportion

of such stars showing features at high latitudes or even covering their rotational poles

(Strassmeier, 2002). Polar magnetic features produce a characteristic bump in the spec-

tral line profile that shows little (or no) variation in position as the star rotates. Polar
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spots have never been observed on the Sun, and this has led to some people to question

the reality of these features on rapid rotators. Byrne (1992) points out that the accurate

determination of the “unspotted” line profile for rapid rotators is not straightforward

– any inaccuracies here could lead to a spurious polar spot. Byrne also proposed that

the flat-bottomed line-profile that is diagnostic of a polar spot could also be caused

by chromospheric emission in very active stars. Bruls et al. (1998) have subsequently

demonstrated that chromospheric activity is not capable of producing this effect in all

the commonly used Doppler-imaging lines (although it is effective for some of them),

and it is therefore unlikely that it gives rise to false observations of polar spots. Many

other error sensitivity tests have been carried out on the various image reconstruction

techniques (see, for example, Rice, 2002), and the reality of polar spots is now generally

accepted (Schrijver and Title, 2001; Strassmeier, 2002).

One of the most widely studied rapidly rotating late-type stars is the K0 dwarf

AB Doradus (Collier Cameron and Unruh, 1994; Donati and Collier Cameron, 1997;

Collier Cameron and Donati, 2002), and it might reasonably be supposed to be a typical

“rapid rotator”. As a late-type star that has only just arrived on the main sequence, AB

Doradus has a very high rotation rate – its rotational period of about 0.5 days means

that it is rotating approximately 50 times faster than the Sun. Early Doppler imaging

studies (Collier Cameron and Unruh, 1994) found that AB Doradus did, indeed, have

high-latitude magnetic features as well as weaker features at lower latitudes. Subsequent

studies have found that (in qualitative terms), the surface distribution of magnetic field

on AB Doradus is relatively robust.

1.3 Differential rotation in late-type stars

Modern theories of magnetic field generation in late-type stars suggest that differential

rotation plays a key role. Before discussing such theories, it is important to under-
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stand the key observational facts concerning differential rotation. This section describes

observations of solar and stellar differential rotation, as well as observations of other

large-scale flows in the solar convection zone.

1.3.1 Solar differential rotation

It was Carrington (during the 1860s) who first detected differential rotation on the

surface of the Sun (see, for example, Rüdiger, 1989). He carefully measured the relative

motions of sunspots and discovered that spots at lower latitudes seem to move across

the solar disk faster than those at higher latitudes. In fact, we now know that the

equatorial regions at the solar surface rotate (approximately) 40 per cent faster than

the polar regions. Of course, surface feature tracking can tell us nothing about the

internal distribution of angular velocity within the Sun. Early theoretical models (see,

for example, Gilman, 1974) predicted that the angular velocity should be constant along

cylindrical surfaces whose axes are aligned with the rotational axis – a consequence of

the Taylor-Proudman constraint for rapidly rotating fluids (Proudman, 1916; Taylor,

1921).

With the advent of helioseismology, it became possible to put theories of solar dif-

ferential rotation to the test. A wide spectrum of pressure driven (p-mode) oscillations

are found in the Sun, the frequencies of which depend closely upon the properties of

the medium through which they are propagating. By observing the behaviour of these

modes of oscillation, conclusions can be drawn regarding the internal structure of the

Sun (see, for example, Schou et al., 1998; Chitre and Antia, 2003). In particular, the

fact that rotation causes splitting of the frequencies of these p-modes means that he-

lioseismology can be used to determine the spatial dependence of the internal angular

velocity of the Sun. Figure 1.4 shows the solar rotation profile according to a recent

inversion carried out by Schou et al. (1998). Regions at high latitudes and regions at

small radii are not included in the plot shown in Figure 1.4, because the rotation profile
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Figure 1.4: The spatial dependence of angular velocity within the Sun, as determined

from helioseismology. Contours with red shading correspond to faster rotation rates,

blue shading corresponds to slower rotation rates. Taken from Schou et al. (1998).

there is not well-constrained by the helioseismic data. The first thing to notice is that

the internal angular velocity of the Sun is not constant on cylindrical surfaces. Rather

than varying according to distance from the rotation axis, the angular velocity within

the convection zone is, in fact, approximately constant along lines of constant latitude.

The second surprising result from helioseismology is the presence of a sharp transition

region at the base of the convection zone, now commonly referred to as the tachocline

(Spiegel and Zahn, 1992). The tachocline is the site of strong radial gradients in the

angular velocity profile, with a steep negative gradient at high latitudes and a slightly

weaker positive gradient closer to the equator. The core appears to be rotating virtually

as a solid body.

13



1.3.2 Trends in stellar differential rotation

With the use of helioseismology, we can probe the distribution of angular velocity within

the Sun. Unfortunately, this is not possible with more distant stars, and the best that

we can hope for is an understanding of the surface differential rotation. One of the most

extensive studies of stellar differential rotation was carried out by Hall (1991). This

photometric study relied on the analysis of long-term light curve records and the rotation

periods that can be deduced from them. The variation in the determined rotation period

is interpreted as being due to starspots forming at different latitudes, and therefore the

scatter in rotation periods is interpreted as being due to differential rotation. The sample

of stars that was analysed by Hall (1991) possessed a wide range of rotation periods,

which spanned about 3 orders of magnitude. What Hall found was that the “lap-time”

(the time taken for the equator to lap the poles) was nearly independent of rotation

period for the stars within the sample. More precisely, if ∆Ω is the angular velocity

difference between the pole and the equator in these stars, then ∆Ω does not vary a

great deal from star to star. Therefore, ∆Ω/Ω is small in rapidly rotating stars. The

consequence of this is that very rapidly rotating stars are rotating much more like a

rigid body than stars like the Sun. The long-term variations in chromospheric emission

can also be used as a means of studying differential rotation (see, for example, Donahue

et al., 1996). This study sampled stars with a smaller range of rotation rates than those

studied by Hall (1991), but (although there were slight differences in the observed trends)

they also came to the conclusion that the value of ∆Ω depends only weakly upon the

rotation rate.

For rapidly rotating late-type stars, Doppler imaging techniques provide us with a

surface map of magnetic features, so it is possible to use surface tracking as a means

of measuring surface differential rotation (see, for example, Collier Cameron, 2002).

Donati and Collier Cameron (1997) used the technique of surface feature tracking to

measure the differential rotation on the surface of AB Doradus – as AB Doradus has
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magnetic features at all latitudes, this technique can provide a reasonable picture of

the differential rotation. They found that AB Doradus shows only very small surface

differential rotation, with the equator rotating slightly faster than the poles. The lap-

time found by Donati and Collier Cameron (1997) is about 110 days, which implies

that it takes about 220 rotational periods for the equator to lap the poles. By way of

comparison with the Sun, the solar lap time is about 120 days, which only corresponds to

4−5 rotational periods. This all agrees with the qualitative statements about differential

rotation made by Hall (1991).

1.3.3 Torsional oscillations and meridional flows

Although this section is primarily concerned with stellar differential rotation, there are

other large-scale flows observed in the Sun. Howard and LaBonte (1980) carried out

Doppler velocity measurements of the solar surface rotation, and they discovered an os-

cillatory pattern that is superimposed on the surface differential rotation profile. They

found a pattern consisting of alternating bands of slower and faster rotation, which mi-

grate towards the equator. These oscillations, which have the appearance of travelling

waves with an 11 year period were referred to as torsional oscillations. This 11-year pe-

riodic behaviour is highly suggestive of a link between the magnetic activity cycle and

these torsional oscillations – a fact also noted by Howard and LaBonte (1980). These

torsional oscillations have been the subject of numerous subsequent studies (see, for

example, Ulrich et al., 1988; Hathaway et al., 1996), but it is only very recently that

it has become possible to examine the distribution of these oscillations throughout the

convection zone. Recent observations (Vorontsov et al., 2002), based on an improved

method of data analysis, indicate that torsional oscillations are not confined to the sur-

face regions of the Sun. Figure 1.5 is a plot taken from Vorontsov et al. (2002), which

shows how the torsional oscillations vary according to latitude and radius – a harmonic

function has been fitted to six year’s worth of data in such a way as to give the oscil-
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lations an 11 year period. The observations clearly suggest a double-banded structure

for the torsional oscillations, with the high-latitude band migrating polewards and the

low-latitude band migrating equatorwards. Also notable is the fact that the torsional

oscillations penetrate well below the surface so that a large part of the convection zone is

involved in this oscillatory behaviour, particularly at high latitudes. Interestingly, there

is preliminary evidence for similar oscillations in the rotation profile of AB Doradus

(Collier Cameron and Donati, 2002).

Torsional oscillations represent an azimuthal perturbation to the solar differential

rotation profile. Meridional flows have also been observed in the Sun – Doppler mea-

surements (Hathaway, 1996) can be used to show that typical meridional flows at the

surface of the Sun are polewards with a small mean velocity of approximately 10-20ms−1.

Although this flow is very weak, it is possible to use the techniques of helioseismology

to deduce the subsurface distribution of this meridional flow. Giles et al. (1997) found

that the observed surface flow is approximately constant throughout the outer layers of

the Sun (4 per cent of the solar radius). This finding was confirmed by Braun and Fan

(1998), who showed that the poleward flow extends down throughout the top half of the

convection zone, with no evidence of a returning (equatorward) flow in this region. This

does not rule out the possibility of an equatorial (returning) flow in the lower portion of

the convection zone, although the effects of compressibility mean that this flow should

be very weak.

1.4 Magnetic field generation in stars

In the context of the Earth, the need for a theory of magnetic field generation is clear.

As will be shown in the next chapter, magnetic fields decay away if there is nothing

to sustain them. The decay time for a fossil field within the Earth is of the order of

8 × 104 years (see, for example, Jones, 2000), which is inconsistent with the idea that
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Figure 1.5: Torsional oscillations in the solar convection zone. A harmonic function with

an 11 year period has been postulated on the basis of 6 years worth of data. Plot A

shows the amplitude of this function; plot B shows the phase; plot C shows a plot at

constant radius (r=0.98R⊙), showing the rotational variation as a function of latitude

and time; plot D shows the rotational variation as a function of radius and time at a

constant latitude of 20◦. Taken from Vorontsov et al. (2002).

17



the Earth’s magnetic field could be a relic field. So, there must be some mechanism

that is responsible for regenerating the terrestrial magnetic field. In the case of the

Sun, this ohmic decay time is of the order of 1010 years – this is comparable with the

length of time that the Sun has spent on the main sequence, so we need more than

a simple comparison of time-scales to rule out the possibility of a fossil magnetic field

(Tobias, 2002b). Having said that, it is very difficult to reconcile the idea of a relic

field explanation with all the time-dependent features described in Section 1.2.2. Some

alternative explanation is therefore required.

Two mechanisms have been proposed for the generation of a cyclic magnetic field

within the Sun (see, for example, Tobias, 2002b). The first suggestion is the idea that

there is some kind of hydromagnetic oscillator within the Sun. The basic idea is that there

is a fixed magnetic field lying in meridional planes within the Sun. If this field is then

subject to cyclic perturbations in the azimuthal direction, this will result in a azimuthal

field that varies with the appropriate periodicity. There are two main objections to

this idea. Firstly, this kind of situation will give rise to a stationary radial field, and

is therefore incompatible with the observed cyclic reversals of the field at the solar

poles. More importantly, in order that the correct (22 year) period be obtained for

the solar cycle, the oscillator must also have a 22 year period. However, the torsional

oscillations (described in Section 1.3.3) are observed to have an 11 year period and are

therefore inconsistent with the oscillator theory. A rather more likely scenario is that

these oscillations are actually driven by the magnetic field (through the action of the

Lorentz force) rather than being, in some way, responsible for its the generation. The

Lorentz force is quadratic in the magnetic field, so a 22 year magnetic cycle should lead to

an 11 year period for the torsional oscillations. Given these objections, it seems unlikely

that a hydromagnetic oscillator is responsible for magnetic field generation within the

Sun. The general consensus is that solar magnetic activity is due to a hydromagnetic

dynamo, and this is the subject of the next chapter.

18



Chapter 2

Dynamo Theory

It was Larmor (1919) who first suggested that some sort of hydromagnetic dynamo

may be responsible for the generation of magnetic fields within the Sun. The essence of

Larmor’s idea is that the motion of an electrically conducting fluid across a magnetic field

will induce a current, which in turn will generate more magnetic field. If this process

works in such a way as to amplify the net magnetic field, then we have a dynamo.

Dynamo theory has become a vast area of research in its own right, and has been the

subject of many books and review articles (for example, Moffatt, 1978; Parker, 1979;

Krause and Rädler, 1980; Cowling, 1981; Weiss, 1994; Tobias, 2002b; Ossendrijver, 2003).

In this chapter, I review the current status of dynamo theory, with particular reference

to its application to solar and stellar dynamos.

2.1 Introducing the dynamo problem

2.1.1 The induction equation

Before the dynamo problem can be discussed, it is important to be able to describe

the evolution of magnetic fields quantitatively. Maxwell’s equations (see, for example,

Priest, 1982) describe the behaviour of electromagnetic fields:
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∇ · E =
ρc

ǫo
, (2.1)

∇ · B = 0, (2.2)

∇× E = −∂B
∂t
, (2.3)

∇× B = µoj +
1

c2
∂E

∂t
, (2.4)

where E represents the electric field, B represents the magnetic field, ρc is the charge

density, j is the current density, µo is the permeability of free space, ǫo is the permittivity

of free space, and c is the speed of light (SI units have been used). Given that we are

interested in magnetic fields in non-relativistic plasmas, it is possible to simplify these

equations. If lo is a typical length-scale and to a typical time-scale, then it is possible to

define a characteristic velocity uo = lo/to. For non-relativistic fluids, uo ≪ c. Balancing

terms in equation (2.3) gives

E

lo
∼ B

to
, (2.5)

which, in turn implies that
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2
∼ u2

o

c2
≪ 1. (2.6)

For a non-relativistic fluid, we can therefore approximate equation (2.4) by

∇× B = µoj. (2.7)

We need an equation linking j, E and B in order to derive an evolution equation

for B. Ohm’s law for a moving conductor provides an approximate relationship between

these quantities:

j = σ(E + u× B), (2.8)
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where u is the fluid velocity and σ is the electrical conductivity. It should be stressed that

equation (2.8) is an approximate relationship that is only valid in certain circumstances.

Choudhuri (1998) derives a generalised Ohm’s law, assuming that the fluid is fully ionised

and is purely made up of electrons and ions (see also Cowling, 1976). It turns out

that, provided the gas is sufficiently dense that the time between electron-ion collisions

is small, equation (2.8) is a good approximation. This is certainly true within stellar

interiors.

Assuming that Ohm’s law is valid in all cases to be considered, it can be used to

substitute for j in equation (2.7):

∇× B = µoσ(E + u× B). (2.9)

Taking the curl of this expression and then making use of equation (2.3) gives:

∂B

∂t
= ∇× (u× B) −∇× (η∇×B), (2.10)

where η = 1/µoσ is the magnetic diffusivity. Equation (2.10) is known as the induction

equation, and is one of the fundamental equations of magnetohydrodynamics (see, for

example, Roberts, 1967; Moffatt, 1978; Parker, 1979). If the magnetic diffusivity, η, is

constant, equation (2.10) becomes

∂B

∂t
= ∇× (u ×B) + η∇2B. (2.11)

The two terms on the right hand side of equation (2.11) have obvious physical interpre-

tations: the first term represents advection by the fluid flow, the second term represents

diffusion. Clearly, in the absence of any fluid flow, the magnetic field will simply decay.

In order to get amplification of the net magnetic field, the inductive effects due to the

fluid motions must outweigh the dissipative effects of diffusion. In a perfect conductor

there is no dissipation and the magnetic field acts as though it is “frozen in” to the fluid
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– this was a result first derived by Alfvén (see, for example, Choudhuri, 1998). In astro-

physics, it is commonly the case that the advection term in equation (2.11) dominates

over diffusion. In such a situation, we would expect the magnetic flux to be (effectively)

frozen into the plasma.

2.1.2 The dynamo process

Solving the dynamo problem self-consistently is a formidable problem. Equation (2.10)

tells us that one requirement is to have a velocity field that is capable of maintaining

a magnetic field against dissipative effects. Finding such a velocity field is the essence

of the kinematic dynamo problem, which is discussed below. However, in order to be

self-consistent, it is also important that the velocity field can be sustained by the forces

acting on it.

In an electrically conducting fluid, the evolution of the velocity field in an inertial

frame of reference is governed by the magnetically-modified Navier-Stokes equation (see,

for example, Rüdiger, 1989),

ρ
Du

Dt
= −∇p + ρg + j× B + ∇ · T, (2.12)

where ρ is the fluid density, p is the pressure, g is the gravitational acceleration, and T

represents the viscosity tensor:

Tij = ρν

[(

∂ui

∂xj
+
∂uj

∂xi

)

− 2

3

∂uk

∂xk
δij

]

, (2.13)

where ν is the kinematic viscosity. In equation (2.12), electrostatic effects have been

neglected, as they are negligible when compared to magnetic effects. The key point to

notice is that the magnetic field plays a dynamical role in the evolution of the velocity

field, via the Lorentz force, j × B, which, by equation (2.7), is equal to (1/µo)(∇ ×
B) × B. Strictly speaking, we must therefore solve equation (2.10) and equation (2.12)

simultaneously in order to find a self-consistent solution to the dynamo problem.
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2.2 Kinematic dynamos

2.2.1 Preliminary ideas

Given the complexity of the problem described in the previous section, much of the work

on dynamo theory has focused on (linear) kinematic dynamos. The induction equation

– equation (2.10) – describes the competition between magnetic induction and diffusion.

For a kinematic dynamo, the idea is to find a velocity field, u, such that the magnetic

field generation due to the inductive term is more efficient than the dissipation due to the

diffusive term. Such a velocity field is taken to be prescribed, so there is no back-reaction

on u due to the magnetic field.

Because B is divergence free (see equation 2.2), in spherical geometry it is often

convenient to decompose the magnetic field into toroidal and poloidal parts (see, e.g.,

Roberts, 1994):

B = ∇× (T r) + ∇×∇× (Sr) (2.14)

≡ BT + BP,

where T and S are scalar functions of position and time, and r is the usual radial vector.

In spherical geometry this is a particularly convenient way of representing axisymmetric

fields because, since T and S are independent of the azimuthal angle, φ, equation (2.14)

becomes:

B = Beφ + ∇× (Aeφ), (2.15)

where eφ is the unit vector in the φ direction,

B = −∂T
∂θ

(2.16)
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represents the toroidal component, and

A = −∂S
∂θ

(2.17)

represents the poloidal part of the magnetic field. For an axisymmetric field, we can

attach simple physical meanings to the poloidal and toroidal components: the toroidal

field is purely azimuthal, whilst the poloidal field lies in the meridional plane. Many

approaches to the kinematic dynamo problem are based on the idea of a poloidal-toroidal

decomposition, so this is an important concept.

2.2.2 Antidynamo theorems

The induction equation looks deceptively simple – as u is a prescribed quantity, the

equation is linear in B. We would expect, therefore, that there might be a relatively

simple solution to the problem. Unfortunately, this does not appear to be the case. Fol-

lowing Larmor’s proposal of dynamo theory, it soon became clear that there were certain

simple magnetic field configurations and velocity fields that were not possible solutions

of the kinematic dynamo problem. The most famous of these (so-called) antidynamo

theorems was a result demonstrated by Cowling (1934).

The basic statement of Cowling’s theorem is that a hydromagnetic dynamo is in-

capable of maintaining a steady axisymmetric magnetic field. The proof of Cowling’s

theorem (see, for example, Moffatt, 1978) relies upon the idea of a neutral point: In

each meridional plane there exists at least one point (the neutral point) on each side of

the symmetry axis about which the poloidal field lines form closed loops. At this neu-

tral point the magnetic field is purely toroidal. By integrating Ohm’s law over a small

neighbourhood containing a neutral point, in the meridional plane, it is straightforward

to show that an axisymmetric steady field is (at least locally) unsustainable. The im-

possibility of a steady axisymmetric field was also demonstrated by Braginsky (1964),

using an alternative argument. Hide and Palmer (1982) have since generalised Cowling’s
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theorem to show that unsteady axisymmetric magnetic fields are also not sustainable by

dynamo action. Cowling’s theorem and other such antidynamo theorems suggest that it

is not possible to obtain solutions of the kinematic dynamo problem using over-simplified

geometries.

2.2.3 Physical considerations

From a mathematical perspective, it has been established that the kinematic dynamo

problem is highly complex. Antidynamo theorems provide information about things that

don’t work, but they don’t tell us much about what will. In order that we might make

an informed choice for the velocity field, u, it is sensible to establish whether there are

any particularly desirable characteristics that u may possess.

The relevance of differential rotation to the dynamo process has long been understood

(Bullard and Gellman, 1954, were amongst the first people to realise this). Differential

rotation, like that found in the Sun, provides an efficient means by which toroidal field

(that is frozen into the plasma) can be regenerated by stretching out the poloidal field in

the direction of flow. This process is shown schematically in Figure 2.1(a), and is often

referred to as the “ω-effect”. As the ω-effect provides a mechanism by which poloidal

field can be converted into toroidal field, a dynamo could feasibly operate if a sustainable

mechanism for the reverse process could be found – ie. something that can regenerate

poloidal magnetic field from toroidal field.

It was Parker (1955b) who first proposed a mechanism for the completion of this

dynamo cycle. Parker’s idea was based upon the fact that convective upwellings within

a rotating astrophysical body, such as the Sun, will stretch the associated toroidal field

lines upwards. These rising pockets of fluid will then expand due to the effects of strat-

ification and, in order to conserve angular momentum, they also twist. This leads to a

twisting of the associated field lines. This process is illustrated in Figure 2.1(b). The

resulting loop of magnetic field will then drive a current in the toroidal direction which,
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Figure 2.1: A schematic illustration of two aspects of the dynamo process. Figure (a)

demonstrates the action of differential rotation (direction indicated by the dashed line)

on a poloidal magnetic field line (solid line). Figure (b) illustrates Parker’s idea (de-

scribed in the text) that the action of cyclonic convection could lead to the regeneration

of poloidal magnetic field from toroidal field: the solid line is the magnetic field line and

the dashed line represents the twisting effect.

when averaged over a large number of these cyclonic events will lead to a net genera-

tion of poloidal field. This effect has since become known as the α-effect. As convective

downwellings will produce a net poloidal magnetic field in the opposite direction, it is

important that there is an asymmetry (due to compressibility) between upwellings and

downwellings in order that we might get a net poloidal field (see, for example, Priest,

1982).

Having completed the dynamo cycle, Parker immediately managed to find a solution

to the kinematic dynamo problem. This was achieved by artificially adding a source term

(corresponding to the α-effect) to the poloidal field equation. This source term repre-

sented the net effect of the non-axisymmetric cyclonic events and, in fact, this additional
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source term gets round Cowling’s theorem and enabled Parker to look for axisymmetric

solutions. Parker then simplified the dynamo equations by moving to a local Carte-

sian co-ordinate system, (x, y, z), where the x-axis points southwards (equatorwards), y

points in the azimuthal direction and z points radially outwards. Axisymmetry implies

that we can use the Cartesian analogue of the poloidal-toroidal decomposition given by

equation (2.15):

B = Bey + ∇× (Aey), (2.18)

where A and B are independent of y. The velocity field was taken to be that of a uniform

shear, so that

u = Gzey, (2.19)

where G is constant. Substituting expressions (2.18) and (2.19) into equation (2.11) – the

induction equation with constant magnetic diffusivity – leads to the following evolution

equations for A and B:

∂A

∂t
= αB + η∇2A (2.20)

∂B

∂t
= G

∂A

∂x
+ η∇2B, (2.21)

where the αB term on the right hand side of equation (2.20) is the additional source

term due to the α-effect (α is taken to be constant). It is easily shown (Parker, 1955b)

that (for an appropriate choice of parameters) these equations have solutions that take

the form of exponentially growing migratory dynamo waves, which propagate in the

x (North-South) direction. The direction of migration depends upon the sign of the

product “αG” – a positive value leads to polewards propagation, whilst a negative

value leads to equatorwards propagation. This clearly has parallels with the observed

migration of sunspots during the solar cycle, although it is a local solution to the problem
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rather than a global one, and therefore ignores the boundary effects of the poles and

the equator (where α would be expected to vanish). Tobias et al. (1997) showed that

a more realistic treatment of the problem, where the boundaries are included, leads to

the suppression of the (so-called) convectively unstable solutions found by Parker. The

oscillations that are found in this model require stronger driving and (close to onset)

take the form of wall modes concentrated around the equator. These results suggest that

boundary conditions play a key role in the form of the dynamo oscillations, regardless

of the horizontal scale of the domain. Having said that, both Parker’s model and that of

Tobias et al. (1997) do confirm that this α-effect does enable the operation of a dynamo.

Although these results are encouraging from the point of view of the viability of the

dynamo idea, it is based upon physical arguments as opposed to mathematical ones.

The next section is concerned, at least partially, with the mathematical justification of

Parker’s ideas.

2.3 Mean-field electrodynamics

2.3.1 The derivation of the equations

One way of expressing Parker’s ideas in a more mathematical fashion is through the ideas

of mean-field electrodynamics (Steenbeck et al., 1966; Moffatt, 1978; Krause and Rädler,

1980; Moffatt, 2002). This theory is based upon the assumption that, in a turbulent

conducting fluid, it is possible to decompose the magnetic field and the imposed velocity

field into mean and fluctuating parts. If this is to be done in a meaningful way, there must

be a spatial separation of scales between the mean and fluctuating parts. So, the mean

parts of u and B are assumed to vary over a length-scale L, whilst the fluctuating parts

vary over a length-scale l. The separation of scales implies that L≫ l. Spatial averages

are taken over some intermediate length-scale and are denoted by angled brackets: 〈 〉.
Although only spatial averages are used here, it should be noted that it is equally valid
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to develop the theory in terms of temporal averages. So, we can write

u = 〈u〉 + u′ ≡ U0 + u′, (2.22)

and

B = 〈B〉 + b′ ≡ B0 + b′, (2.23)

where B0 and U0 are the mean parts of (respectively) the magnetic field and the fluid

velocity, and b′ and u′ are the fluctuating parts. It is easy to see that the fluctuating

quantities are defined in such a way as to ensure that

〈b′〉 = 〈u′〉 = 0. (2.24)

Following the approach described in Moffatt (1978), we now substitute the expres-

sions (2.22) and (2.23) into equation (2.11). Taking the spatial average gives an evolution

equation for the mean magnetic field:

∂B0

∂t
= ∇× E + ∇× (U0 ×B0) + η∇2B0, (2.25)

where E = 〈u′ × b′〉 can be interpreted as a mean electromotive force. Subtracting

equation (2.25) from equation (2.11) yields an equation governing the evolution for the

fluctuating magnetic field:

∂b′

∂t
= ∇× (U0 × b′) + ∇× (u′ × B0) + ∇× (u′ × b′ − E) + η∇2b′. (2.26)

From equation (2.26) it is clear that, since u is a prescribed velocity field in this

kinematic theory, B0 is linearly related to b′ (assuming that there is no small-scale

dynamo action) and therefore E is also linearly related to B0. This linear relationship

may be represented (see, for example Moffatt, 2002) by an expression of the form

Ei = αijB0j + βijk
∂B0j

∂xk
+ ...., (2.27)
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where the dots indicate that the series can be extended to include higher order deriva-

tives. These terms have been neglected because, since B0 varies over a long length-scale

when compared to the turbulence, this series should be rapidly convergent (Moffatt,

1978). In theory, Ei should also depend upon time derivatives of B0, but these can be

eliminated by making use of equation (2.25).

2.3.2 The properties of α and β

The coefficients which appear in equation (2.27) – namely αij and βijk – are actually

components of pseudo-tensors (see, for example, Moffatt, 1978). This is because the mean

electromotive force, E , is what is known as a polar vector (its components change sign

when we switch between a right-handed and a left-handed co-ordinate system), whilst

B0 is an axial vector (its components stay the same under the same transformation).

Equation (2.26) implies that these pseudo-tensors are determined by the mean flow, the

properties of the fluctuating component of the velocity field and the magnetic diffusivity.

The properties of α and β are discussed extensively in Moffatt (1978), and only the

main properties are summarised here. The leading term in the series defining E is

Ei = αijB0j . (2.28)

In order to analyse the properties of αij, it helps to split it up into symmetric and

anti-symmetric parts:

αij = α
(s)
ij + α

(a)
ij . (2.29)

The antisymmetric part of this expression can be written in the form

α
(a)
ij = −ǫijkγk (2.30)

for some vector γ. So the contribution due to antisymmetric part of α in the mean-field
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equation is given by ∇× (γ × B0), which can be interpreted physically as an effective

mean (“pumping”) velocity due to the turbulence. If the turbulence is isotropic, then

αij takes a simpler form:

αij = αδij . (2.31)

Now αij possesses no antisymmetric part and α is a pseudo-scalar, which means that

it must change sign when the co-ordinate system is changed from a right-handed set to

a left-handed set. It can therefore only be non-zero if the underlying turbulence (upon

which α depends) lacks reflectional symmetry.

For isotropic turbulence, βijk can also be expressed in terms of an isotropic tensor:

βijk = βǫijk, (2.32)

where β is a true scalar. Substituting expressions (2.31) and (2.32) into equation (2.27)

gives

E = αB0 − β(∇× B0), (2.33)

and combining this expression for the mean electromotive force with the mean-field

equation (2.25) gives

∂B0

∂t
= ∇× [αB0 − β(∇× B0)] + ∇× (U0 × B0) + η∇2B0. (2.34)

Equation (2.34) is known as the mean-field dynamo equation and, provided U0, α, β

and η are known, it can be solved for the mean field.

The physical significance of the “α-term” is that it represents an average current

that is parallel to the mean magnetic field (this is easy to show from Ohm’s law). It is

worth remembering that the cyclonic events proposed by Parker would lead to such a

current, so this is (in essence) a mathematical description of his idea. The significance
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of the “β-term” becomes clearer when β is taken to be constant. Since the magnetic

field is solenoidal, the β-term can be written as β∇2B0. It can therefore be interpreted

as an eddy diffusivity – turbulent motions enhance the dissipation of magnetic fields. In

practise, β and η are often combined into a single effective magnetic diffusivity (see, for

example, Roberts, 1994),

ηt = η + β, (2.35)

where the turbulent diffusivity, ηt, is generally much greater than η. This is due to the

fact that the turbulence mixes the magnetic field up in such a way as to reduce its

effective characteristic length-scale down to diffusive scales, leading to greatly enhanced

diffusion (see, for example, Vainshtein and Cattaneo, 1992).

Nothing so far has been said about the calculation of α and β. In theory, α can be

calculated by solving equation (2.26) with a uniform mean field (since α is assumed

to be independent of B0). However, this is a complicated process notably due to the

presence of the ∇× (u′ × b′ − E) term. If uo is a representative value for the turbulent

flow, then it is possible to define a magnetic Reynolds number

Rm =
uol

η
. (2.36)

If Rm is small (not a good assumption for the Sun – Rm ∼ 106 at the solar surface) then

the ∇× (u′ × b′ − E) term in equation (2.26) is negligible when compared to the other

terms on the right hand side of that equation, and so can be ignored. This is known

as the first-order smoothing approximation. Assuming zero mean flow and a uniform

magnetic field, equation (2.26) becomes (see, for example, Moffatt, 2002)

∂b′

∂t
= (B0 · ∇)v′ + η∇2b′. (2.37)

This equation is now amenable to Fourier techniques, and it can be shown that there is

a direct relationship between α and the helicity of the turbulent velocity field (Moffatt,
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1978). A similar relationship can be derived that links β with the kinetic energy of

the turbulent flow. Whilst these precise relationships are dependent upon Rm being

small, it is likely that there is still going to be some connection between α and the fluid

helicity even when Rm is large. This is because α and the mean helicity for a fluid are

both pseudo-scalars and so both will tend to be associated with a lack of reflectional

symmetry (see, for example, Moffatt, 2002).

2.3.3 The nonlinear saturation of α and β

The description of mean-field theory that has been presented above is kinematic – there

is an imposed turbulent velocity field, whose statistical properties are known, which is

taken to be unaffected by the magnetic fields that it is responsible for generating. Whilst

this may be a valid assumption for weak fields, for stronger magnetic fields the Lorentz

force (see equation 2.12) must play a dynamical role. The α and β coefficients must

therefore depend upon the magnetic field in some way.

The α-effect is associated with the small-scale advection of magnetic field lines,

and we might expect that strong magnetic fields will tend to resist these motions. In

mean-field dynamo simulations, this effect is often modelled in a somewhat arbitrary

parameterised fashion (see, for example, Stix, 1972; Jepps, 1975; Yoshimura, 1978b,a;

Brandenburg et al., 1989; Jennings and Weiss, 1991; Brandenburg, 1994; Charbonneau

and MacGregor, 1996; Markiel and Thomas, 1999), with

α ∝ 1

(1 + αB|〈B〉|2) (2.38)

being a commonly used expression. The coefficient αB controls the strength of magnetic

field at which α-quenching becomes significant, and the magnitude of this coefficient

has been the source of much debate. We might expect that α-quenching would become

important when the energy in the mean magnetic field is comparable to the mean kinetic

energy of the turbulence. Vainshtein and Cattaneo (1992) argued that it is actually the
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small-scale magnetic fields that play the dominant role in α-quenching, and for large

values of Rm (as found in the Sun) the energy in the small-scale field greatly exceeds

that of the mean field. It is proposed that the mean magnetic energy is related to the

magnetic energy of the mean field by an expression of the form:

〈|B|2〉 = Rn
m|〈B〉|2, (2.39)

with n ≥ 1. The consequence of this result may be severe: the α-effect may be quenched

long before equipartition mean magnetic fields can be established. In numerical simula-

tions, Gilbert et al. (1993) found a slightly weaker dependence upon Rm, with n ∼ 0.3,

although this is still clearly significant for large values of Rm. Further evidence for this

strong suppression of the α-effect comes from numerical simulations carried out by Tau

et al. (1993) and Cattaneo and Hughes (1996), who carried out simulations of heli-

cally forced turbulence in a periodic box with an imposed, uniform, mean magnetic

field. Blackman and Field (2000) suggest that the magnitude of the α-quenching may

depend crucially upon the boundary conditions imposed – they argue that the use of

non-periodic boxes would allow larger mean magnetic fields to develop in their turbu-

lence model. This whole issue is still controversial. Another possible way of modelling

α-quenching is to actually solve an evolution equation for α (see, for example Bran-

denburg, 1994; Covas et al., 1998), although this approach still features undetermined

parameters.

As discussed earlier, β can be interpreted as a diffusive contribution from the tur-

bulence to the mean-field dynamo equation. However, since the Lorentz force acts back

upon the turbulent fluid motions, this enhanced diffusivity should also be quenched in

the same way as the alpha effect (Roberts and Soward, 1975). With a few exceptions

(for example, Tobias, 1996a), this effect has largely been ignored in mean-field dynamo

simulations, in favour of α-quenching. Given the somewhat arbitrary nature of these

parameterised quenching mechanisms, it is perhaps best simply to think of them as a
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convenient means of saturating the dynamo in mean-field simulations, rather than an

accurate representation of the physical quenching mechanism.

2.4 The solar dynamo

2.4.1 The αω dynamo model

With non-constant effective magnetic diffusivity, ηt (see equation 2.35), the mean-field

dynamo equation (equation 2.34) becomes

∂B

∂t
= ∇× (αB) + ∇× (U ×B) −∇× (ηt∇× B), (2.40)

where the “0” subscripts have been dropped from the mean-field quantities. Most of

the progress that has been made in modelling solar and stellar dynamos has been based

upon mean-field theory, and this approach has proved to be relatively successful (see, for

example, Weiss, 1994; Tobias, 2002a,b, for some recent reviews). It should be noted that

there is no separation in length-scales between the mean and fluctuating parts of the

magnetic field in the Sun (Cowling, 1981), therefore, the application of equation (2.40)

to the solar dynamo cannot be rigorously justified. However, its success in reproducing

many of the qualitative features of the solar dynamo suggest that it is a useful approach

that contains the important physical ideas.

The relative importance of the physical processes contained within the mean-field

dynamo equation are probably best illustrated by considering a simple axisymmetric

model in spherical geometry. The imposed velocity field is taken to be purely azimuthal,

so that

U = r sin θΩ(r, θ)eφ, (2.41)

where Ω(r, θ) is the local angular velocity. We can then make the standard decomposition
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of the magnetic field into poloidal and toroidal parts (equation 2.15) to obtain evolution

equations for the scalars A and B (see, for example, Markiel, 1999):

∂A

∂t
= αB +

ηt

r2

∂

∂r

[

r2∂A

∂r

]

+
ηt

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

− ηtA

r2 sin2 θ
(2.42)

∂B

∂t
=

∂(A sin θ)

∂θ

∂Ω

∂r
− sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
− 1

r

∂

∂r

[

α
∂(Ar)

∂r

]

(2.43)

− 1

r2

∂

∂θ

[

α

sin θ

∂(A sin θ)

∂θ

]

+
1

r

∂

∂r

[

ηt
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

ηt

sin θ

∂(B sin θ)

∂θ

]

.

From equation (2.42), it is clear that the only physical mechanism that is capable of

generating poloidal field from toroidal field (in this axisymmetric mean-field model) is

the α-effect. Both the α-effect and the ω-effect (due to the differential rotation, ∇Ω)

appear in the toroidal field equation. This type of dynamo model is commonly referred

to as an α2ω model. If the ω term is the dominant source term in equation (2.43), which

will be the case when differential rotation is strong, then it is reasonable to ignore the

α term in that equation:

∂A

∂t
= αB +

ηt

r2

∂

∂r

[

r2∂A

∂r

]

+
ηt

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

− ηtA

r2 sin2 θ
(2.44)

∂B

∂t
=

∂(A sin θ)

∂θ

∂Ω

∂r
− sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
+

1

r

∂

∂r

[

ηt
∂(Br)

∂r

]

(2.45)

+
1

r2

∂

∂θ

[

ηt

sin θ

∂(B sin θ)

∂θ

]

.

This is known as the αω approximation (see, for example, Moffatt, 1978), and these

equations are qualitatively similar to those proposed by Parker (equations 2.20 and

2.21). The operation of the αω dynamo is shown schematically in Figure 2.2. Due to

the fact that differential rotation converts poloidal magnetic field into toroidal field very

efficiently, the dominant component of magnetic field in an αω dynamo will be the

toroidal component.
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Figure 2.2: A schematic diagram showing the operation of the αω dynamo.

2.4.2 The location of the solar dynamo

As the magnetic fields found in sunspots are much more intense than the radial magnetic

field component (observed at the poles), this suggests that the toroidal component of

magnetic field in the Sun is very much greater than the poloidal component. This is

certainly consistent with the idea that the solar dynamo may be of αω type. However,

in order to decide whether or not this is the case, we need to know a bit more about the

solar dynamo – in particular, where it is located.

It is difficult to see how the solar dynamo could be operating wholly within the con-

vection zone itself. The magnetic flux tubes responsible for the bipolar active regions

at the photosphere are very strong. Magnetic flux within the convection zone will tend

to rise buoyantly up to the photosphere long before it can be amplified to the required

strength (Parker, 1979). In addition, simulations of rising magnetic flux tubes (for ex-

ample, Caligari et al., 1995, 1998) suggest that the strength of the subsurface azimuthal

field must be of the order of 105G in order to be compatible with the observed features

of active regions (including the small tilt angles of the bipolar regions and the restriction

to low latitudes). Parker (1993) estimates that the equipartition field strength at the

base of the convection zone is of the order of 103 − 104G, so it seems likely that the
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α-effect would be quenched long before magnetic fields of the order of 105G could be

produced.

The general consensus is that the solar dynamo is operating in a region straddling

the base of the convection zone (Spiegel and Weiss, 1980; Galloway and Weiss, 1981;

van Ballegooijen, 1982). Convective motions will tend to sweep magnetic flux out of the

convection zone and concentrate it into a thin overshoot layer just below the base of the

convection zone (Spiegel and Weiss, 1980). Magnetic flux within this stably stratified

region will not be as susceptible to buoyancy instabilities, thus allowing the possibility

for stronger fields to develop. Given that this is also the site of the tachocline, there is

also strong differential rotation, which is a crucial element in the production of strong

toroidal fields. If the dynamo is operating in the same area as the tachocline, the αω

approximation seems highly reasonable. These physical considerations led to theorists

constructing (so-called) “interface” dynamo models (Deluca and Gilman, 1986).

Parker (1993) developed a two-layer Cartesian dynamo model that was based around

this interface idea. The lower layer of Parker’s model represents the overshoot layer and

features strong differential rotation. The upper layer corresponds to the base of the

convection zone, and it is assumed that the α-effect is restricted to this region. There

is no overlap between these layers and they are coupled purely by diffusion. Parker

argues that the strong toroidal field generated by the differential rotation within the

lower layer will tend to suppress the eddy diffusivity, as discussed in Section 2.3.3, and

therefore the diffusivity in the lower layer is assumed to be smaller than that in the upper

layer. Presumably the fact that the turbulence is less vigorous in the overshoot layer

should also imply that the (turbulent) magnetic diffusivity should be reduced there. The

advantage of this model is that the strong fields are largely separate from the region

where the α-effect is operating – this reduces the effects of the “α-quenching problem”.

The linear analysis carried out by Parker shows that this model yields dynamo wave

solutions.
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2.4.3 The dynamo parameters

Having established that the solar dynamo is likely to be of αω-type, we must now focus

upon what α and ω actually are in the Sun. The results from helioseismology (discussed

in Section 1.3.1) mean that the form of the differential rotation, leading to the ω-

effect, is well known. The spatial distribution of the α-effect is less well understood. As

the first-order smoothing approximation is not valid for the high Rm conditions found

in the Sun, numerical simulations provide the most feasible means of determining α.

The most advanced calculations so far were carried out by Ossendrijver et al. (2001).

These compressible simulations were carried out in a rotating Cartesian domain, the

stratification of which is chosen to represent the lower part of the convection zone and

the overshoot layer. A weak horizontal magnetic field is initially imposed across the box.

Although only modest values of Rm were reached in these simulations (Rm ∼ 30), this

is well beyond the region of validity for the first-order smoothing approximation. It was

found that the component of α in the direction of the imposed field changed sign within

the convection zone, just above the transition to the stably stratified overshoot region,

taking positive values at the base of the convection zone in the southern hemisphere.

Interestingly a direct relationship between this component of α and the kinetic helicity

is found (in agreement with the first-order smoothing calculations) – they change sign

at the same depth, and the sign of the kinetic helicity is always opposite that of the α

coefficient.

So far, attention has been focused upon an α-effect driven by turbulent convection

in a rotating fluid. As discussed in Section 2.3.3, this process is subject to quenching by

equipartition (or weaker) magnetic fields, and this may have serious consequences for the

operation of the dynamo. There are other ways of generating an α-effect within the Sun.

As discussed above, it is likely that there is a region of strong toroidal field in the sub-

adiabatically stratified overshoot region. Where the field decreases rapidly with height

– ie. at the top of the layer – magnetic buoyancy instabilities can occur. In the presence
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of rotation, this instability takes the form of growing magnetostrophic waves which are

capable of generating an α-effect (Moffatt, 1978; Schmitt, 1987; Thelen, 2000a). Thelen

(2000b) has incorporated this idea into a nonlinear αω model and demonstrated that

this kind of α-effect is capable of producing dynamo waves. As noted by (for example)

Thelen, this dynamic α-effect actually requires strong fields to operate, so is not subject

to the same quenching problems as the turbulent α-effect (and is therefore also not

truly self-excited). Another issue to consider is that the toroidal magnetic field layer is

subject to a strong (radial) shear. There is evidence to suggest that a strong shear may

suppress non-axisymmetric modes of the magnetic buoyancy instability in a magnetic

layer (Tobias and Hughes, 2004). Non-axisymmetric modes are crucial for an α-effect,

so the strong shear within the tachocline may play an important role here.

Based on the assumption that the tachocline toroidal field is a collection of magnetic

flux tubes, Ferriz-Mas et al. (1994) find a similar α-effect based upon the undular in-

stabilities of these flux tubes. The linear analysis of the instabilities of thin flux tubes

is a simpler problem than the magnetic layer, and Ferriz-Mas et al. (1994) were able to

use an analytic fit to the solar rotation profile to deduce how an instability of this type

may depend upon the position of the flux tube within the Sun. It was found that the

non-axisymmetric modes of the instability (necessary for an α-effect) generally favour

low latitudes. Perhaps this is a consequence of the fact that the strongest shear in the

tachocline is to be found at high latitudes, and this suppresses the instability there.

A final possibility for a tachocline-based α-effect comes from so-called “shallow-

water” models (Dikpati and Gilman, 2001a,b). These models suggest that the latitu-

dinal differential rotation within the solar tachocline, coupled with the effects of the

sub-adiabatic stratification, could lead to a hydrodynamic instability. A net helicity

is associated with the growing (longitudinally propagating) unstable modes, which can

therefore drive an α-effect. Dikpati and Gilman (2001b) proposed a dynamo model based

on this idea, which reproduces several of the main features of the solar cycle.
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Away from the tachocline, it has been proposed that the decay of bipolar active

regions could lead to the production of a net poloidal field, so taking the role of a

surface α-effect (see, for example, Babcock, 1961; Leighton, 1969). In these dynamo

models, the weak meridional circulation observed at the solar surface is used as a means

of coupling the (now very separate) α and ω layers (Choudhuri et al., 1995; Dikpati and

Charbonneau, 1999). Like the dynamo models where the α-effect is located around the

tachocline, these models reproduce many of the features of the solar cycle. Having said

that, they are open to several criticisms, in particular they ignore the possibility of a

tachocline α-effect (see, for example, Tobias, 2002a). Mason et al. (2002) have shown

that (in the absence of a meridional flow) even a weak α-effect operating around the

tachocline will lead to the surface α-effect becoming insignificant.

2.4.4 Solar dynamo models

Direct numerical simulations

Before discussing the solar dynamo, in this context, it seems worthwhile to mention

some results concerning the geodynamo. In the theory of the geodynamo (recently re-

viewed by Fearn, 1998; Jones, 2000), direct numerical simulations have played a key

role. Although the parameter regime that is attainable in these simulations is not at all

close to being “realistic”, they have been remarkably successful in reproducing physi-

cally observed phenomena (see, for example, Jones, 2000). Simulations suggest that the

behaviour of the geodynamo may be strongly influenced by rapid rotation – angular

velocity contours within the (simulated) fluid outer core are nearly cylindrical (Taylor-

Proudman-like). One consequence of this is that the solid inner core plays an important

role in the dynamics of the fluid within the so-called tangent cylinder (see, for example,

Weiss, 2002). One of the most ambitious calculations so far is a fully three-dimensional

simulation carried out by Glatzmaier and Roberts (1995), which took about a year’s
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worth of super-computer processor time. This was a particularly successful model in

terms of reproducing the main features of the Earth’s magnetic field, and even managed

to simulate a geomagnetic reversal (where the sign of the radial field at the magnetic

poles flips).

Given the apparent success of direct numerical simulations in terms of the geody-

namo, we might expect that this would be a productive avenue of research for the solar

dynamo. The problem with this is that the range of scales (both spatial and temporal)

which need to be resolved in order to model the solar dynamo is vast (as discussed by,

for example, Tobias, 2002b). In fact, some simulations have been carried out for the

solar dynamo (see, for example, Gilman and Miller, 1981; Gilman, 1983; Glatzmaier,

1985). The main features of the results from these simulations are that the rotational

profile is roughly Taylor-Proudman-like (which is inconsistent with helioseismological

observations) and the dynamo waves that are produced migrate polewards rather than

equatorwards. This strongly suggests that progress towards understanding the solar

dynamo is not (yet) going to be made by direct numerical simulations. A simpler ap-

proach that contains the important physics is therefore needed – the obvious candidate

is mean-field dynamo theory.

Mean-field models

Early dynamo models (see, for example, Steenbeck and Krause, 1969; Roberts and Stix,

1972; Köhler, 1973; Yoshimura, 1975; Stix, 1976), although successful in reproducing mi-

gratory dynamo waves, were hindered by a lack of knowledge concerning the differential

rotation within the Sun. One of the first models to make use of the differential rotation

profile inferred from helioseismology was studied by Prautzsch (1993), and (although

this is only a very brief paper) he makes several important findings. Various different

formulations for the α-effect were used in an attempt to establish how a dynamo with

a realistic rotation profile depends upon α. For an α-effect driven by cyclonic convec-
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tion it is natural to assume that α operates throughout the convection zone, and that

it is antisymmetric about the equator. A commonly used expression (see, for example,

Köhler, 1973; Stix, 1976) is α ∝ cos θ, which reflects equatorial antisymmetry and the

fact that we would expect the twisting due to the Coriolis force to be greatest at the

poles. Prautzsch (1993) found that an α-effect of this form favoured magnetic activity at

mid to high latitudes, with oscillatory features only being found for a positive α-effect

in the northern hemisphere. An α-effect that was restricted to the overshoot region and

low latitudes (justified by being due to magnetic buoyancy) produced low-latitude os-

cillatory features. In keeping with the “sign” rule found by Parker (see Section 2.2.3),

the dynamo waves migrate towards the equator for an α-effect that is negative in the

northern hemisphere. This work strongly suggests that, in order to be compatible with

observations, a tachocline α-effect may be of prime importance to the solar dynamo.

A model of the solar dynamo in the overshoot layer was put forward by Rüdiger and

Brandenburg (1995). They made use of anisotropic expressions for α and the magnetic

diffusivity, ηT , where the anisotropy is due to the influence of rotation. These expressions

were derived from a model of Rüdiger and Kichatinov (1993), which in turn is based

upon the first order smoothing approximation. Like Prautzsch (1993), they found that

a solar-like rotation profile promotes activity at high latitudes. The resulting dynamo

waves are mostly confined to the overshoot region and migrate polewards. Low-latitude

oscillations, which migrate towards the equator are again found when α is restricted to

low latitudes.

The idea of an interface dynamo (Parker, 1993) has also been extended to more

realistic solar dynamo models. Treating the interface between the convection zone and

the overshoot layer as a discontinuity, Charbonneau and MacGregor (1996, 1997) have

looked at kinematic (and α-quenched) axisymmetric dynamos in spherical geometry with

a realistic rotation profile. The α-effect is concentrated into a narrow band above the

interface, the diffusivity in the overshoot layer is one or two orders of magnitude smaller
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than that in the convection zone, and these two regions are coupled by diffusion. A

cos θ α-profile (as would be expected) yields an oscillatory interface mode concentrated

round the poles. They also find a curious (so-called) hybrid mode, which is driven by

the latitudinal shear, and shows migration towards the equator at low latitudes. A

very similar system was studied by Markiel and Thomas (1999), who looked at an

idealised interface system with α-quenching. They did not find this hybrid mode, and

in fact argued that this solution was a consequence of the fact that Charbonneau and

MacGregor used an unphysical boundary condition which allowed the tangential electric

field to be discontinuous at the interface (Markiel, 1999; Markiel and Thomas, 1999).

The model considered by Markiel (1999) and Markiel and Thomas (1999) yielded

many interesting results. The strength of the driving of the dynamo in this αω model

is characterised by a single dimensionless parameter – the dynamo number. For a large

enough magnitude of the dynamo number, they found radially propagating dynamo

waves driven by the latitudinal shear within the convection zone. These modes are

not likely to be important in the solar dynamo. For moderately supercritical dynamo

numbers, the convection zone plays less of a role in the dynamo. For a sharp contrast

in diffusivities (a factor of 10−2) between the two layers either side of the interface,

steady modes were found for negative dynamo numbers. These steady modes are actually

driven by the latitudinal shear (Markiel and Thomas, 1999). For a less pronounced (10−1)

diffusivity contrast, oscillatory modes with features at high and low latitudes were found

for moderately large positive dynamo numbers, whilst a steady mode was again found

for negative dynamo numbers. A solar-like butterfly diagram was again produced by

considering an α-effect that was restricted to low latitudes. In his thesis, Markiel (1999)

considered non-idealised interfaces, where the diffusivity now varied smoothly (as an

error function) between the convection zone and the overshoot layer. Markiel found

that the width of the transition layer was an important factor – a sharp transition

region tends to favour (unwanted) steady modes for negative dynamo numbers, whilst
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a wide transition region favoured oscillatory features with equatorially-migrating weak

low-latitude waves and polewards-migrating high-latitude oscillations.

Another dynamo model incorporating a realistic rotation profile was considered by

Ossendrijver (2000). In this model two competing α-effects were operating – a turbulent

α within the convection zone and a (buoyancy driven) α operating in the overshoot

layer. The buoyant α was confined to low latitudes within the overshoot layer and, since

the magnetic buoyancy instability requires strong fields, was assumed to “switch on” at

field strengths of 105G. The turbulent α had a cos θ dependence, as well as a random

fluctuating term. The only nonlinearity involved is α-quenching. In many respects, this

is one of the most complicated mean-field dynamo models that have been considered

so far, and it readily produces highly modulated solutions with marked, but irregular,

grand minima-type phases.

The modulation in Ossendrijver’s model is really due to the presence of the ran-

domly fluctuating source term. It is, however, possible to generate modulational effects

without resorting to stochastic effects. Yoshimura (1978a) analysed a spherical dynamo

model with parameterised quenching mechanisms which incorporated a time lag. This

readily produced multi-periodic dynamo oscillations. Another way of producing mod-

ulated dynamo oscillations is by considering a different nonlinear mechanism, namely

the back-reaction of the azimuthal component of the Lorentz force on the velocity field

(Malkus and Proctor, 1975). Tobias (1996b, 1997b) derived a simplified Cartesian model

representing the dynamo region within the Sun, using this nonlinear mechanism. It was

found that it is possible to obtain modulated dynamo waves with this model, with the

time-scale of the modulation being controlled by the ratio of the viscous to the mag-

netic diffusivity (the magnetic Prandtl number, τ). The time-scale for the modulation

scales as τ−
1

2 . Two types of modulation can be found: categorised as Type 1 and Type

2 (Tobias, 1997b). Type 1 modulation is simply an interaction between dynamo modes

of different symmetries – this can result in a dynamo wave that is asymmetric about
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the equator. Type 2 modulation involves changes in the magnetic energy without sig-

nificant changes in the symmetry of the solution, and is brought about by an exchange

of energy between the magnetic field and the velocity perturbation. Type 1 modulation

is often associated with periods of reduced activity. The modulation in this model is a

consequence of the separation of diffusive time-scales (achieved by varying τ away from

unity). The Cartesian model described by Tobias has subsequently been extended by

Phillips et al. (2002), who argued that the results are sensitive to changes in the overall

structure of the model.

Moss and Brooke (2000) have combined this macrodynamic nonlinearity with a re-

alistic rotation law in spherical geometry. Their α-effect was chosen to occupy the lower

part of the convection zone and was given a cos θ sin2 θ dependence. In keeping with

other models incorporating a realistic rotation law, they found strong oscillatory fea-

tures at both high and low latitudes. Values of τ less than unity led to more interesting

time-dependent behaviour, with both the magnetic energy and parity showing strong

modulation. The model of Moss and Brooke has also been extensively used as a tool for

investigating torsional oscillations, which are a byproduct of this nonlinearity (Covas

et al., 2000a,b, 2001a; Tavakol et al., 2002). This model has successfully reproduced

some of the main features of the observed torsional oscillations, although the lack of

stratification means that it doesn’t reproduce the observed variation of these oscilla-

tions with depth (as discussed in Chapter 1). In their Cartesian model, Brooke et al.

(2002) do not find torsional oscillations. They argue that the appearance of torsional

oscillations is incompatible with the low values of τ that are required in order to get

modulated solutions. This is something that merits further investigation.

Other approaches to the solar dynamo problem should also be mentioned. Apart

from the Babcock-Leighton models, meridional flows have largely been ignored in solar

dynamo calculations. As discussed in Section 2.2.3, Parker showed that an α-effect that

is positive in the Northern hemisphere, coupled with a positive radial shear should lead
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to the polewards migration of dynamo waves. Küker et al. (2002) and Bonanno et al.

(2002) have shown, using an imposed solar rotation law, that a meridional flow that

is directed equatorwards at the base of the convection zone can reverse this migration,

leading to dynamo waves that are reminiscent of the solar butterfly diagram.

All the models so far have made use of some kind of imposed differential rotation.

By using the so-called Λ-effect (Rüdiger, 1989), which is a parameterisation of the non-

diffusive Reynolds stresses in a rotating fluid, Küker et al. (1993) and Kitchatinov and

Rüdiger (1995) have succeeded in reproducing a moderately solar-like rotation law in

a hydrodynamic model. There have been several successful dynamo models produced

that use this idea as a means of generating the underlying differential rotation (see, for

example, Kitchatinov et al., 1994; Küker et al., 1996, 1999; Kitchatinov et al., 1999;

Pipin, 1999). The nonlinear quenching mechanism used in most of these models was the

quenching of the Λ-effect due to the suppression of turbulent eddies by the magnetic field.

Küker et al. (1999) investigated the modulational effects that Λ-quenching can cause

when combined with the macrodynamic nonlinearity discussed by Malkus and Proctor

(1975). It was shown that this readily produces strongly time-dependent behaviour.

Illustrative models

A final approach to the dynamo problem is to consider illustrative models. All mean-

field models are (to a certain extent) qualitative, however it is sometimes useful to

simplify these equations further to investigate particular aspects of the model. Although

it is clear that radial structure is important in dynamo models (Jennings et al., 1990),

many one-dimensional models have been studied. One such model is that of Jennings

(1991) and Jennings and Weiss (1991), who looked at a simple one-dimensional model

with parameterised quenching mechanisms for the α and ω effects. Solutions of this

model in the linear regime were either of dipolar or quadrupolar parity, although it

produced some very complicated parity interactions in the nonlinear regime. Mixed
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parity dynamo modes were found (see also, for example, Brandenburg et al., 1989)

which exhibited asymmetry about the equator. The advantage of a simple model like

this is that it is possible to analyse the full bifurcation structure of the problem, in

detail. Other notable one-dimensional models include those of Schmitt et al. (1996) and

Schüssler et al. (1997), which model the interaction of an α-effect that is due to unstable

magnetic flux tubes with an additional (randomly fluctuating) source term, which can

be taken as being due to the turbulent α-effect operating within the convection zone.

The dynamo oscillations that are found in these models show strong time-dependent

amplitude variations, including periods of prolonged reduced activity.

Low-order models consisting of a set of differential equations provide even more ex-

treme examples of illustrative models. Weiss et al. (1984) derived a low-order model

by considering single Fourier modes in an αω model. Simple quenching mechanisms

are considered together with the macrodynamic back-reaction of the Lorentz force on

the velocity field. In this model, the Lorentz force has two Fourier components: if the

one that is independent of the spatial co-ordinate is neglected, and all parameterised

quenching mechanisms are removed, this results in a sixth-order system of ordinary dif-

ferential equations. This system shows successive oscillatory (Hopf) bifurcations, and

progresses from simply periodic, to quasi-periodic to aperiodically modulated solutions.

This modulation is reminiscent of that found in the solar cycle. The disadvantage of

the low-order model derived by Weiss et al. (1984) is that it is sensitive to the num-

ber of Fourier modes that are used in the truncation. A slightly different approach is

to construct a low-order model of ordinary differential equations, based upon normal

form equations. The bifurcation structure of these normal forms is robust, and their

properties are generic in the sense that they describe the behaviour that is found in a

wide range of nonlinear systems. Tobias et al. (1995) produced a set of three ordinary

differential equations that modelled the transition from periodic dynamo waves to (Type

2) modulated solutions. With the same kind of idea, Knobloch and Landsberg (1996)
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produced a fourth-order model capable of describing Type 1 (parity) modulation and

the transition from pure parity to mixed parity modes. Both forms of modulation were

exhibited by a sixth-order model derived by Knobloch et al. (1998). These low-order

models reproduced many of the modulational effects that have been found in determin-

istic mean-field dynamo simulations (see, for example, Yoshimura, 1978a; Tobias, 1996b,

1997b).
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Chapter 3

Strong Asymmetry in Stellar

Dynamos

The asymmetry that was observed in the sunspot observations, at the end of the Maun-

der minimum, was described in Section 1.2.2. Such asymmetry may have occurred during

other grand minima phases of the Sun and this may also be the case in other solar-type

stars. In this chapter, a simple, illustrative, αω mean-field dynamo model is analysed in

order to investigate the occurrence of such asymmetry. Direct numerical integration of

the resulting partial differential equations shows that highly asymmetric dynamo modes

exist in a large region of parameter space and, where they do occur, they are surprisingly

robust. This model is then used as the basis for the derivation of a low-order model which

displays the simplest possible interaction between dipolar and quadrupolar components

of magnetic field. This chapter concludes with a discussion of the implications of this

work for dynamos in late-type stars. The work described in this chapter forms the basis

for a recently published paper (Bushby, 2003b), where it is presented in a similar form.
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3.1 Motivation

As described in Chapter 1, the Sun’s magnetic field is approximately dipolar in nature.

In terms of the poloidal-toroidal decomposition given in equation (2.15), dipolar sym-

metry implies that B (the toroidal field) is antisymmetric about the equator, whilst

A (which represents the poloidal field) is symmetric. Although the solar magnetic field

only makes relatively small departures from dipolar symmetry, they are measurable (see,

for example, Sokoloff and Nesme-Ribes, 1994; Brooke et al., 2002). For example, a new

magnetic cycle may begin slightly earlier in one hemisphere than in the other, or (at

some point later on in the cycle) there may be a significant difference in the number of

sunspots in each hemisphere. This (slight) asymmetry is probably due to the fact that

the solar magnetic field is actually of mixed-parity (Jennings and Weiss, 1991; Sokoloff

and Nesme-Ribes, 1994), so that, in addition to the dominant dipolar component, there

is also a weak quadrupolar component present. For a quadrupolar dynamo mode, A is

antisymmetric about the equator, whilst B is symmetric. The superposition of these

two modes in the nonlinear regime leads to an overall asymmetry about the equator.

Mixed-parity modes have been found in numerous simplified mean-field dynamo models

(see, for example, Brandenburg et al., 1989; Jennings and Weiss, 1991).

The sunspot observations during the latter stages of the Maunder minimum (see

Section 1.2.2) suggest that the underlying magnetic field was both weak and highly

asymmetric (Ribes and Nesme-Ribes, 1993; Sokoloff and Nesme-Ribes, 1994). If this is

due to a mixed-parity mode, as proposed by Sokoloff and Nesme-Ribes (1994), then the

quadrupolar and dipolar components must now be of a comparable magnitude. As the

Maunder minimum is the only grand minimum phase for which detailed sunspot records

exist, it is not possible to say categorically that parity fluctuations are associated with

such phases, although simulations do suggest that this may be the case (Tobias, 1997b;

Beer et al., 1998). In Figure 3.1(a), we see a modulated, predominantly dipolar, dynamo

wave, that undergoes grand minimum phases. As it enters and (more particularly) comes
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Figure 3.1: Contours of toroidal field plotted against latitude and time. These show

mixed parity dynamo modes in a Cartesian model – (a) shows modulation without sig-

nificant parity changes, (b) shows modulation with parity changes. Note the asymmetry

in (a) as the solution emerges from a minimum period. Taken from Beer et al. (1998).
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out of these periods of reduced activity, it is more active on one side of the equator than

the other. After about one cycle, symmetry is restored. This is rather reminiscent of

the asymmetric sunspot observations from the latter stages of the Maunder minimum.

Figure 3.1(b) suggests another interesting possibility: the dynamo emerges from a min-

imum period with quadrupolar symmetry after entering with dipolar symmetry. It is

not known whether or not such parity flipping has occurred following previous grand

minima in the Sun, but if so, it could mean that the solar magnetic field has spent

periods of time away from having nearly dipolar symmetry.

All the mixed-parity modes found in these simulations display fluctuations in parity.

In three-dimensional simulations of a convectively driven dynamo in a rotating spherical

shell, Busse (2000) found stable magnetic field configurations, of constant parity, that

were highly asymmetric, with almost no magnetic field in one hemisphere. This extreme

asymmetry was termed “hemispherical”, and Busse speculated that this hemispherical

behaviour was due to a mixed-parity mode. One of the mixed-parity modes found by

Jennings (1991) was similarly asymmetric; however, in this simple model this solution

seemed to be unstable. The sort of asymmetric mixed-parity mode found by Busse may

have been responsible for the confinement of sunspots to the southern hemisphere of the

Sun during the latter stages of the Maunder minimum.

It seems remarkable that such extreme asymmetry should occur so readily as the

result of dipole-quadrupole interactions, but from the point of view of mean-field theory

this asymmetry is physically reasonable. Due to its dependence upon the Coriolis force,

the α-effect is antisymmetric about the equator, and must therefore also vanish there.

As this important physical feature of the dynamo vanishes at the equator, it then seems

plausible that it should be possible for the two hemispheres to decouple, with dynamo

action occurring in one hemisphere, but not the other. Having said all that, from a

mathematical point of view, given the equatorial symmetry (or antisymmetry) of the

linear eigenfunctions of this problem (see, Jennings, 1991; Jennings and Weiss, 1991), the
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fact that such extreme asymmetry appears to occur so naturally in nonlinear dynamo

models is actually rather surprising and this requires further investigation.

The aim of this chapter is to investigate the possible occurrence of highly asymmetric

(or hemispherical) mixed-parity modes in the context of stellar dynamos. The basis for

the investigation will be a highly simplified illustrative αω mean-field dynamo model,

and this is derived in the next section.

3.2 The idealised model

The aim of this illustrative model is to demonstrate the possibility of highly asymmetric

mixed-parity modes in a mean-field dynamo model. This model will be based on the

assumption that in a star such as the Sun, an αω dynamo operates in a thin spherical

shell at (or near) the base of the convection zone. Fluid density and magnetic diffusivity

are assumed to be constant for the purposes of this simplified calculation. The magnetic

field will be assumed to be axisymmetric.

The model used here is based on that used by Tobias (1996b,c, 1997b), which is in

itself an extension of Parker’s model (discussed in Section 2.2.3). In that model, the thin

shell domain for the dynamo is flattened out to form a Cartesian box: y corresponds

to the azimuthal direction (axisymmetry implies that the resulting equations are inde-

pendent of y); x corresponds to the latitudinal direction (x = 0 and x = 2L are the

locations of the north and south poles respectively, whilst the equator is at x = L); z

corresponds to the direction of increasing radius (z = 0 is taken to be the midpoint of

the layer). The standard decomposition of the magnetic field into toroidal and poloidal

parts is made. Following the ideas used by Jennings and Weiss (1991), the α-effect is

chosen to be antisymmetric about the equator and, in order to mimic curvature effects

in this Cartesian model, the ω-effect must vanish at the poles. Here this corresponds

to setting the velocity field and the α term to be V (z) sin(πx/2L) and α(z) cos(πx/2L)
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respectively. The nonlinearity in this set of equations is taken to be the back-reaction

of the azimuthal component of the Lorentz force on the velocity field, and the resulting

perturbation is denoted by u. The equations used by Tobias (1996b,c, 1997b) are:

∂A

∂t
= α(z) cos

(πx

2L

)

B + ηt

(

∂2A

∂x2
+
∂2A

∂z2

)

(3.1)

∂B

∂t
=

[

V ′(z) sin
(πx

2L

)

+
∂u

∂z

]

∂A

∂x
(3.2)

−
[

π

2L
V (z) cos

(πx

2L

)

+
∂u

∂x

]

∂A

∂z
+ ηt

(

∂2B

∂x2
+
∂2B

∂z2

)

∂u

∂t
=

1

ρµo

(

∂A

∂x

∂B

∂z
− ∂B

∂x

∂A

∂z

)

+ τηt

(

∂2u

∂x2
+
∂2u

∂z2

)

. (3.3)

Here (as usual), ηt is the (turbulent) magnetic diffusivity, ρ is the fluid density, µo is the

permeability of free space, τ is the magnetic Prandtl number and ′ denotes differentiation

with respect to z.

In order to simplify this system, the z-dependence of these equations is now removed

by an averaging process following the method of Belvedere et al. (1990). Tobias solved

these equations in a shallow Cartesian box, whereas the model to be used here differs

in that the only condition that will be imposed on A, B and u in the z-direction is

that they all decay to zero as |z| gets large. Physically, this corresponds to removing

the top and bottom of the box and treating the dynamo as being localised in z around

z = 0. Provided A, B and u decay in the z direction on a length-scale that is small when

compared to L, this should still give physically realistic field configurations.

Firstly, in order to separate out the z dependence of the variables, we look for

separable solutions of the form

A(x, z, t) = f(z)Â(x, t) (3.4)

B(x, z, t) = g(z)B̂(x, t) (3.5)

u(x, z, t) = h(z)û(x, t). (3.6)
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Clearly, by looking for solutions of this form, we are placing certain constraints on the

system and it is likely that any solutions found will not be the preferred modes in

the fully two-dimensional system. Having said that, this is an illustrative model and it

should still be possible (after making this simplifying assumption) to use it to investigate

mixed-parity dynamo modes in a meaningful way. Besides reducing the complexity of the

system, the other advantage that this approach has is to introduce a set of parameters

into the equations, as will be seen below. These parameters can be varied widely in order

to capture the main patterns of behaviour.

The z-dependence of A, B and u is now contained in the functions f(z), g(z) and

h(z). In order to be consistent with the assumption that A, B and u all decay to zero

as |z| gets large, the same must be true for f(z), g(z) and h(z). There are clearly other

ways of approaching this problem, for example boundary conditions could be imposed

at finite values of z, corresponding to solving these equations in a box. This would,

however, complicate the analysis and, in any case, for a dynamo that is operating in

a localised region it is to be expected that, in the absence of any external sources, the

magnetic field should decay away to zero as we move away from this region. Therefore

the assumption that f(z), g(z) and h(z) decay with increasing |z| seems reasonable.

Having made this separation of variables, the next step is to average these equa-

tions over z. Following the general method described by Belvedere et al. (1990), equa-

tions (3.1), (3.2) and (3.3) are first multiplied up by f(z), g(z) and h(z) respectively.

The equations are then integrated with respect to z over its whole range (formally ±∞,

although most of the activity is confined to the region of z = 0). The parameters re-

sulting from this integration now contain the only z-dependence of these equations, and

these parameters are dependent upon the functional forms of f(z), g(z) and h(z). An

important feature of this simplification, as noted by Belvedere et al. (1990), is that it

preserves the property of the original set of equations, that the nonlinear terms make no

net contribution to the total energy of the system. Given the restrictions on f(z), g(z)
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and h(z) described above, it is straightforward to verify that this “energy property” is

preserved here.

One further modification to the model is made. In an attempt to try and pro-

mote asymmetric solutions, the α(z) cos(πx/2L) term in equation (3.1) is replaced by

α(z) cos3(πx/2L). This causes the contribution to the α-effect to be smaller around the

equator and should hopefully lead to less coupling between the two regions on either

side, thus leading to asymmetric solutions far more readily. This substitution maintains

the equatorial antisymmetry of the α-effect and the fact that the α-effect is strongest at

the “poles”. The effects of this substitution will be discussed briefly later in the chapter.

The equations are now non-dimensionalised using scalings similar to those used by To-

bias (1996b,c, 1997b), with the only difference being that the characteristic length-scale

is taken to be the distance between the equator and one of the poles, in the x direction,

rather than some length in the z direction. The scalings used are as follows:

x→ Lx̃ z → Lz̃ t→ (L2/ηo)t̃ (3.7)

B → BoB̃ A→ (αoL
2Bo/ηo)Ã

α → αoα̃(z̃) V ′ → V ′

o Ṽ
′(z̃) V → V ′

oLṼ (z̃)

ηt → ηoη̃ u→ V ′

oLũ ρ→ ρoρ̃.

Here L, Bo, αo, V
′

o , ρo and ηo are characteristic values of x, B, α, V ′, ρ and ηt respectively.

The fact that the density and the magnetic diffusivity are assumed to be constant implies

that it is possible to set ρ̃ and η̃ equal to unity.

Dropping the tildes, the equations become:
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kf
∂A

∂t
= kα cos3

(πx

2

)

B + kf
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∂x2
+ ηAA (3.8)

kg
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= D

[
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2

)
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] ∂A
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(3.9)
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[
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π

2
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2

)

+ k1
∂u

∂x

]

A + kg
∂2B

∂x2
+ ηBB

kh
∂u
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=

[

B2
oαoL

ρoµoV ′
oη

2
o

] [

k2
∂A

∂x
B − k1

∂B

∂x
A

]

+ τkh
∂2u

∂x2
+ τηuu, (3.10)

where

kf =

∫

∞

−∞

f 2 dz, kg =

∫

∞

−∞

g2 dz, kh =

∫

∞

−∞

h2 dz, (3.11)

k1 =

∫

∞

−∞

f ′gh dz, k2 =

∫

∞

−∞

fg′h dz, k3 =

∫

∞

−∞

fgh′ dz,

kα =

∫

∞

−∞

fgα dz, kV ′ =

∫

∞

−∞

fgV ′ dz, kV =

∫

∞

−∞

f ′gV dz,

ηA =

∫

∞

−∞

ff ′′ dz, ηB =

∫

∞

−∞

gg′′ dz, ηu =

∫

∞

−∞

hh′′ dz.

The non-dimensional parameters in the above equations are the dynamo number, D =

(αoV
′

oL
3)/(η2

o), and τ , the magnetic Prandtl number. It is straightforward to verify using

integration by parts that, provided f(z), g(z) and h(z) decay away as |z| tends to ∞,

k2 = −k3 − k1, (3.12)

which can be shown to imply that the nonlinear terms make no net contribution to

the total energy of the system. There are therefore only two independent parameters

corresponding to the nonlinear terms in these equations. Given that f(z), g(z) and h(z)

tend to zero as |z| tends to ∞, integration by parts also trivially implies that ηA, ηB

and ηu are all negative (as would be expected for diffusive terms). The constant in front

of the nonlinear terms in equation (3.10) is also non-dimensional and it can be removed

simply by rescaling Bo. Equation (3.10) then becomes:
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kh
∂u

∂t
= sign(D)

[

k2
∂A

∂x
B − k1

∂B

∂x
A

]

+ τkh
∂2u

∂x2
+ τηuu, (3.13)

where the sign(D) term arises from the fact that the constant in front of the nonlinear

terms in equation (3.10) must take the same sign as the dynamo number (see, for

example, Tobias, 1996c). It is worth mentioning that it is possible to remove this sign(D)

term by rescaling u by D and then rescaling A and B by |D|
1

2 , although this has not

been done here. In terms of boundary conditions for these equations, A, B and u are

chosen to vanish at the poles (ie. A = B = u = 0 at x = 0 and x = 2).

Equation (3.8), (3.9) and (3.13) are the model equations in their final forms. All that

remains is to pick suitable profiles for f(z), g(z), h(z), α(z) and V (z). Gaussian profiles

are adopted for f(z) and g(z), ie.

f(z) = e[−(z−a)2]/σ2

(3.14)

g(z) = e[−(z−b)2]/σ2

, (3.15)

where a and b are chosen in order that these might represent physically plausible profiles.

In an interface model for a stellar dynamo the α-effect might be assumed to be dominant

above z = 0, where convection is at its strongest, whilst the ω-effect dominates just

below the base of the convection zone. A positive value for a will therefore imply that

the poloidal component (which is regenerated by α) reaches its maximum above z = 0,

whilst a negative value for b implies that the bulk of the toroidal field coincides with

the region of strong radial shear that is needed to generate it. The spread, σ, is taken

to be the same in these profiles. In a model where density and magnetic diffusivity

vary with depth, the assumption of simple gaussian profiles with equal spread would be

less applicable, but it is adequate for this illustrative model. The value of σ2 must be

chosen to be substantially less than unity to ensure that the fields are localised around

z = 0. It should be noted that these profiles for f(z) and g(z) imply that kf = kg and
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ηA = ηB, which means that the diffusive terms in equations (3.8) and (3.9) have the

same coefficients.

The Lorentz force term in equation (3.13) suggests a functional form for h(z). This

term suggests that h(z) should behave like f ′(z)g(z) or f(z)g′(z), therefore profiles of

the form

h(z) = (z − v)e−[(z−a)2+(z−b)2]/σ2

(3.16)

are considered. It should be noted that in this expression for h(z), the same spread, σ,

arises. This is only a reasonable assumption if the magnetic Prandtl number, τ , is equal

to unity. In this piece of work, we are predominantly interested in parity modulation

and not amplitude modulation, so restricting the variation of τ should not be a problem.

Henceforth, τ shall be set equal to unity. The other thing to note is the appearance of

the (z − v) term in this expression – in general v will be non-zero in order to prevent

h(z) from vanishing at z = 0, which would only be expected to occur in particularly

symmetric systems.

Having set up this model, different values of a, b, v and σ can now be considered,

and these will generate a wide range of parameter values in the model equations. In

an illustrative model such as this one, it is important to verify that the behaviour of

this set of equations is relatively insensitive to the specific values of the parameters, so

it is necessary to perform a wide survey of parameter space. It is, however, assumed

without loss of generality that it is possible to scale α(z) and V (z) such that kα = 1 and

kV ′ = 1. As this is a simple rescaling, it will have no qualitative affect on the solutions

obtained. In principle, it is also possible to normalise f(z), g(z) and h(z) such that

kf = kg = kh = 1, also without affecting the solutions. This would be desirable from

the point of view of reducing the number of parameters in the equations, however the

required normalisation will vary with a, b, v and σ. Since this will further complicate

the evaluation of the other constants in equation (3.11), the functions f(z), g(z) and
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h(z) are left as they are.

3.3 Numerical results

Before integrating the full set of partial differential equations, the linear problem was

analysed in order to investigate the dependence of the initial bifurcation on the param-

eters D, kV and σ. The linearised equations were expanded as Fourier sine series,

A(x, t) =
N
∑

n=1

An(t) sin(nπx/2) (3.17)

B(x, t) =
N
∑

n=1

Bn(t) sin(nπx/2) (3.18)

u(x, t) =

N
∑

n=1

un(t) sin(nπx/2). (3.19)

When these expressions are substituted into the model equations the result is a set

of 3N linear ordinary differential equations. In this linear regime, the un equations

decouple from the rest and all the un modes decay to zero exponentially with time. The

2N equations involving An and Bn can then be analysed in order to find the critical

dynamo numbers for the problem. This process is equivalent to finding the eigenvalues

of a 2N × 2N matrix and this can easily be accomplished for any relatively small value

of N .

In order to achieve the correct direction of migration for the dynamo waves (i.e.

equatorwards) the dynamo number must be restricted to negative values, so the linear

analysis concentrated on finding critical dynamo numbers that were less than zero. As

the Sun’s magnetic field is currently dipolar, using the results from the linear analysis,

the parameters are adjusted so that the first non-trivial solution to be observed as D is

decreased from zero is an oscillatory dipolar solution. It turns out that the form of this

initial solution depends closely upon the value of σ. As σ is decreased from about unity,
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the initial bifurcation goes from being stationary quadrupolar to oscillatory dipolar to

oscillatory quadrupolar. The stationary mode that is preferred for larger values of σ

vanishes at around σ = 0.4 – a quadrupolar stationary mode still exists for smaller

values of σ although the critical dynamo number is much larger. The range of values of

σ for which the dipolar solution is preferred is actually quite small, however σ = 1/3 is at

the centre of this range, so that is the value used throughout the simulations.This value

of σ is sufficiently small that the solutions decay in the z-direction on a length-scale that

is short when compared to the horizontal scale which, as discussed in Section 3.2, is a

necessary feature of the model. In order to reduce the number of free parameters, kV is

initially set to zero – this parameter can be varied later, if this is subsequently found to

be too restrictive. As stated in the previous section, the magnetic Prandtl number, τ , is

set to equal unity throughout these simulations.

The numerical method, for solving the full nonlinear partial differential equations, is

a one-dimensional finite differencing scheme with centred spatial derivatives and a 2nd-

order Adams-Bashforth time-stepping method. The number of grid-points in the spatial

direction is typically taken to be 300 – higher resolution checks confirmed the adequacy

of this resolution. The model was found to be insensitive to the initial conditions used

provided that the initial condition was not of pure parity (initial conditions of pure parity

would restrict the solution to either the dipolar or quadrupolar invariant subspaces).

Small linear combinations of the first four Fourier modes were used as initial conditions

for each of the three variables.

The behaviour of the solutions observed depended on the coupling between the dipo-

lar and quadrupolar modes. This is determined by the values of a, b and v, so these were

varied widely in an attempt to capture the main patterns of behaviour. For all sets of

parameters investigated, the initial bifurcation from the trivial state occurred at around

D = −2700. This is a Hopf bifurcation and the resulting oscillatory dipolar dynamo

waves migrate towards the equator, as shown in Figure 3.2.
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Figure 3.2: Contours of toroidal magnetic field for a dipolar dynamo wave migrating to-

wards the equator, plotted against x and t. Dashed lines correspond to negative contours,

solid lines correspond to positive ones. The parameters used are a = 0.1, b = −0.05 and

v = 1.5. The dynamo number is −3000.

As D is decreased from here, the subsequent preferred solutions then depend on

the parameters used. There is a wide range of parameters for which the next mode to

appear is an oscillatory stable mixed-parity mode. Two types of stable mixed-parity

mode seem to occur readily. An example of the first type of mixed-parity mode is

plotted in Figure 3.3. The asymmetry here is mainly seen as a time-lag between the

two hemispheres and, over any given period, each hemisphere is as active as the other.

These mixed-parity modes generally revert to being purely oscillatory quadrupolar in

nature as |D| increases. The other type of stable oscillatory mixed-parity mode is a

new solution. An example of this type of mode is plotted in Figure 3.4. It can easily

be seen that this solution is highly asymmetric about the equator with one hemisphere
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Figure 3.3: As Figure 3.2, but now for a mildly asymmetric mixed-parity mode. The

parameters used are a = 0.1, b = −0.05 and v = −1.0. The dynamo number is −12600.

(in this case x > 1) being far more active than the other. It is interesting to note that

not only is the activity mainly confined to the one hemisphere, but also most of the

magnetic energy is concentrated in a narrow band of latitude close to the equator. This

has distinct parallels with the latitudinal distribution of sunspots that were observed

during the Maunder minimum. This form of highly asymmetric, stable mixed-parity

mode seems to occur for a wide range of parameter values.

Possibly the most surprising fact about these particular mixed-parity solutions is

that they remain stable up to very large values of |D|. It is only when D is less than

about −25000 that this mixed-parity mode ceases to be the dominant solution. The

favoured form of solution now becomes a stationary quadrupolar mode that is concen-

trated about the equator. The only way that this kind of hemispherical mode can arise,

with continuous large-scale cancellation in one hemisphere, is through a mixed-parity
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Figure 3.4: A highly asymmetric mixed-parity mode. The parameters used are a = 0.1,

b = −0.05 and v = 1.5. The dynamo number is −7000.

mode that contains roughly equal quantities of its dipolar and quadrupolar components.

For this kind of situation to hold over many time periods these two components must be

oscillating in phase with each other with virtually identical time periods. If they oscil-

lated with different time periods, that would imply that the solution would flip between

looking predominantly dipolar and predominantly quadrupolar, and there is no parity

flipping observed here.

Now that hemispherical mixed-parity modes have been found it is worth briefly

investigating the effect of varying the latitudinal dependence of α. In order to assess the

effect of altering the α-profile from cos(πx/2) to cos3(πx/2), a few numerical runs were

carried out for a cos(πx/2) α-profile. It was found that although there were quantitative

differences (eg. lower critical dynamo numbers), qualitatively, the same kind of solutions

were found. Again, it was easy to find parameters that were capable of generating
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Figure 3.5: A highly asymmetric mixed-parity mode for the cos(πx/2) α-profile. The

parameters used are a = 0.1, b = −0.05 and v = 1.5. The dynamo number is −6000.

hemispherical mixed-parity modes, as shown in Figure 3.5. This implies that this solution

is not in fact sensitive to the form of the α-profile.

These simulations show that highly asymmetric mixed-parity modes do arise in this

simple dynamo model provided that the parameters are chosen appropriately. The rel-

ative insensitivity to the precise choice of the parameters is encouraging, as it suggests

that such modes are quite natural. Although these modes clearly do arise from dipolar

modes interacting with quadrupolar modes in a specific way, it is very difficult to say

exactly how this situation arises in a dynamo model. The next section deals with a

different approach to the problem.
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3.4 A low-order model

3.4.1 The derivation of the equations

In order to understand the simplest possible mixed-parity mode, work has been carried

out on a low-order model. The aim behind this was to demonstrate in a fairly simple

(and analytically tractable) way that dipolar and quadrupolar modes can interact in

such a way as to produce extreme asymmetry, even in a simple model. As mentioned in

Chapter 2, low-order models of ordinary differential equations have been very successful

in reproducing many of the key aspects of stellar dynamos, so this approach seems to

be a useful one.

In order to reduce this system of partial differential equations down to a series

of ordinary differential equations, the Fourier series representations for A, B and u

(equations 3.17, 3.18 and 3.19) were substituted into the full nonlinear equations. These

series representations naturally obey the boundary conditions imposed on the variables

at x = 0, 2. The resulting set of ordinary differential equations, which represent the

evolution of each of the Fourier amplitudes, can now be truncated and analysed. The

difference between this and the linear analysis described in the previous section is that

the un equations no longer decouple from the others due to the presence of the nonlinear

terms, so all of the resulting 3N equations must be analysed. The simplest non-trivial

case that can give rise to the interaction of the dipolar and quadrupolar modes is the case

of N = 2. This will only produce stationary (pitchfork) bifurcations but it is necessary

to take N ≥ 4 in order to produce oscillatory bifurcations and a system where N = 4 is

too large to be algebraically tractable. The N = 2 case is therefore analysed in detail and

hopefully, as this represents the simplest possible interaction, this can tell us something

about highly asymmetric mixed parity-modes.

As the preferred modes here are stationary, we don’t need to worry about getting the

direction of migration of the dynamo waves correct. In contrast to the previous section,

67



attention is restricted to the case of positive dynamo number, purely owing to the

fact that in this highly truncated model, this ensures that the initial bifurcation is to a

dipolar state. Exactly the same analysis can be carried out for negative dynamo numbers,

the only difference being that the initial bifurcation is to a quadrupolar solution. The

equations for this simple system can be expressed as:

Ȧ1 = B2 − η1A1 (3.20)

Ȧ2 = B1 − η2A2 (3.21)

Ḃ1 = −Dω1A2 − η1B1 +DC1u2A1 −DC2u1A2 (3.22)

Ḃ2 = −Dω2A1 − η2B2 +D(C2 − C1)u1A1 (3.23)

u̇1 = −τη3u1 + C3B2A1 − C4B1A2 (3.24)

u̇2 = −τη4u2 + (C4 − C3)B1A1, (3.25)

where B1 and B2 have been rescaled to remove unnecessary numerical factors and the

constants have been redefined, making use of equation (3.12) and the fact that ηA = ηB

and kf = kg:

η1 =

(

π2

4
− ηA

kf

)

η2 =

(

π2 − ηA

kf

)

(3.26)

η3 =

(

π2

4
− ηu

kh

)

η4 =

(

π2 − ηu

kh

)

ω1 =
(2 + kV )π

16
ω2 =

(−1 + kV )π

16
< ω1

C1 =
(k3 + 2k1)π

16kf
C2 =

(2k3 + k1)π

16kf

C3 =
(k1 − k3)π

kh
C4 =

(−k1 − 2k3)π

kh
.

Analysis of this set of equations shows that the system may possess four fixed points.

These are the trivial solution (0, 0, 0, 0, 0, 0); the dipolar solution (A1d, 0, 0, B2d, u1d, 0);
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the quadrupolar solution (0, A2q, B1q, 0, u1q, 0); and, finally, the mixed-parity solution

(A1m, A2m, B1m, B2m, u1m, u2m). The naming of these fixed points follows naturally from

the symmetries of the relevant Fourier eigenfunctions. It can be seen that a pure parity

dipolar or quadrupolar mode can only drive a symmetric velocity perturbation (u1), as

noted by Knobloch et al. (1998). It is clear that these equations govern the simplest

interaction between dipolar and quadrupolar components that can be derived from the

model.

3.4.2 Stability analysis

Elementary stability analysis about the trivial fixed point shows that the trivial solution

loses stability to a dipolar mode ifDω2+η1η2 < 0, or a quadrupolar mode ifDω1+η1η2 <

0. Since we have restricted attention to the case of positiveD, ω1 and ω2 must be negative

in order to get both these bifurcations to occur in this region. This, in turn, implies that

kV must be non-zero (in fact kV < −2). The fact that it is necessary to set kV to be non-

zero here, in contrast to the numerical simulations described in Section 3.3, is a reflection

of the fact that this model is heavily truncated. The result of these assumptions is that

the dipolar mode has the smallest critical dynamo number (D = −η1η2/ω2). In the

negative D regime, the same arguments would lead to positive values for ω1 and ω2 and

the quadrupolar mode being the first to bifurcate from the trivial solution. Since we

are interested in the occurrence of mixed-parity modes, it makes sense to investigate a

system where the initial bifurcations to dipolar and quadrupolar states are close together.

The more negative the values of ω1 and ω2, the closer these bifurcations are.

Now, the dipolar fixed point has B1 = A2 = u2 = 0. The equations imply that these

variables will be zero for all time. Because this point is a fixed point, it is easily seen

that:

A1 =
B2

η1
and u1 =

C3B
2
2

η1η3τ
(3.27)
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=⇒ −
(

Dω2

η1
+ η2

)

B2 +
D(C2 − C1)C3

η2
1η3τ

B3
2 = 0 (3.28)

=⇒ B2 = 0 or ±
√

(Dω2 + η1η2)τη1η3

D(C2 − C1)C3
. (3.29)

Now, if B2 = 0 that would imply that everything else would decay to zero which

would take us back to the trivial state. So the non-trivial values of B2 are the ones that

are of interest here. The fact that the trivial state is only unstable if (Dω2 + η1η2) < 0

means that (as η1, η2, η3, τ and D are all positive) we require

(C2 − C1)C3 < 0, (3.30)

to hold for the existence of the dipolar solution. Similar analysis holds for the quadrupo-

lar fixed point, which implies:

C2C4 < 0. (3.31)

These conditions are actually automatically satisfied due to the definitions of C1, C2,

C3 and C4 – see equation (3.26).

So by elementary considerations in linear theory it has been shown that both dipolar

and quadrupolar fixed points may exist in this system. Although the dipolar instability

from the trivial state is the first to occur as D is increased from zero, it is not yet known

whether this state is unstable to “quadrupolar” perturbations. More analysis is needed

before any conclusions can be drawn about the global stability picture. In principle this

analysis is possible without any further manipulation of the equations, however it is

simpler (after a suitable change of variables) to perform a centre manifold reduction to

reduce this system of 6 ordinary differential equations down to a smaller set of equations.

3.4.3 The centre manifold reduction

With the aim of clarifying which of the variables are associated with dipolar modes and

which are associated with quadrupolar ones, a change of variables is employed:
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x1 =
−η2A1 − B2

(η1 + η2)
and x2 =

−η1A1 +B2

(η1 + η2)
(3.32)

y1 =
−η1A2 − B1

(η1 + η2)
and y2 =

−η2A2 +B1

(η1 + η2)
. (3.33)

The x variables now correspond to the dipolar terms, whilst the y variables correspond to

the quadrupolar terms. At this stage, two parameters are introduced: µ1 = −(Dω2+η1η2)

and µ2 = −(Dω1 + η1η2). For the purposes of the extended centre manifold reduction,

these will be treated as independent variables, satisfying the equations µ̇1 = 0 and

µ̇2 = 0. Varying D will then correspond to following a path through µ1µ2-space, and

since we are interested in values of ω1 and ω2 that are both large and negative, this path

will (at least locally) correspond to µ1 ≈ µ2. After rescaling time by a (positive) factor

of (η1 + η2), equations (3.20)–(3.25) become

ẋ1 = µ1(x1 + x2) −
[

µ1 + η1η2

ω2

]

(C2 − C1)u1(x1 + x2) (3.34)

ẋ2 = −(η1 + η2)
2x2 − µ1(x1 + x2) (3.35)

+

[

µ1 + η1η2

ω2

]

(C2 − C1)u1(x1 + x2)

ẏ1 = µ2(y1 + y2) −
[

µ1 + η1η2

ω2

]

C1u2(x1 + x2) (3.36)

+

[

µ1 + η1η2

ω2

]

C2u1(y1 + y2)

ẏ2 = −(η1 + η2)
2y2 − µ2(y1 + y2) +

[

µ1 + η1η2

ω2

]

C1u2(x1 + x2) (3.37)

−
[

µ1 + η1η2

ω2

]

C2u1(y1 + y2)

u̇1 = −(η1 + η2)τη3u1 − C3(η1 + η2)(η2x2 − η1x1)(x1 + x2) (3.38)

+C4(η1 + η2)(η1y2 − η2y1)(y1 + y2)

u̇2 = −(η1 + η2)τη4u2 (3.39)

−(η1 + η2)(C4 − C3)(x1 + x2)(η1y2 − η2y1).
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The way in which the parameters µ1 and µ2 have been used to substitute in for D is (to

a certain extent) arbitrary, although it is natural to use µ1 for the linear terms in the

x equations and µ2 for the linear terms in the y equations. This gives the equations the

form of a codimension-two bifurcation problem. For the nonlinear terms, µ1 was used

to eliminate D.

Looking at the original equations, they are unaltered by the transformations

(x1, x2, y1, y2, u1, u2) → (−x1,−x2, y1, y2, u1,−u2) (3.40)

and

(x1, x2, y1, y2, u1, u2) → (x1, x2,−y1,−y2, u1,−u2). (3.41)

The equations for x1, y1, µ1 and µ2 contain no linear terms, so the dynamics on the

centre manifold are governed by these (so-called) slow variables. On the centre mani-

fold, the other variables can therefore be expressed in terms of these slow variables. At

quadratic order, the symmetries of the system (described by equations 3.40 and 3.41)

restrict the possible quadratic combinations of x1, y1, µ1 and µ2 that can appear in these

expressions. It is easy to see that, to this order,

u1 = (C3η1x
2
1 − C4η2y

2
1)/τη3 (3.42)

u2 = (C4 − C3)η2x1y1/τη4 (3.43)

x2 = −µ1x1/(η1 + η2)
2 (3.44)

y2 = −µ2y1/(η1 + η2)
2. (3.45)

When these expressions are substituted into the x1 and y1 equations, the resulting

equations can be used to determine the dynamics on the centre manifold. These are
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given by

ẋ1 = µ1x1 −
µ2

1x1

(η1 + η2)2
(3.46)

−η1η2

ω2
(C2 − C1)

[

(C3η1x
2
1 − C4η2y

2
1)/τη3

]

x1

ẏ1 = µ2y1 −
µ2

2

(η1 + η2)2
y1 −

η1η
2
2C1(C4 − C3)

ω2τη4
x2

1y1 (3.47)

+
η1η2C2

ω2
y1

[

(C3η1x
2
1 − C4η2y

2
1)/τη3

]

.

Rewriting µ′

1 = µ1 − µ2
1/(η1 + η2)

2 and µ′

2 = µ2 − µ2
2/(η1 + η2)

2 and then dropping

the primes gives a further simplification. As these two parameters are small near the

region of interest, this will have very little effect on the local straight line path through

parameter space. The variables can also be rescaled to remove some of the extra con-

stants: making use of the fact that ω1 and ω2 are negative, and the constraints given by

equations (3.30) and (3.31), these equations can be substantially simplified be rescaling

x1 and y1. Dropping the subscripts on x1 and y1, the centre manifold equations become

ẋ = µ1x+ δy2x− x3 (3.48)

ẏ = µ2y + γyx2 − y3, (3.49)

where two new coefficients have been defined:

δ = (C2 − C1)/C2 (3.50)

and

γ = [C2/(C2 − C1)] − [η2η3C1(C4 − C3)/η1η4C3(C2 − C1)]. (3.51)

This is precisely the form of the double pitchfork bifurcation (Guckenheimer and Holmes,

1986) and is exactly the result that would be expected for a system that undergoes

stationary bifurcations from a basic state possessing equatorial symmetry.
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The Jacobian matrix for equations (3.48) and (3.49) can easily be evaluated:





µ1 + δy2 − 3x2 2δxy

2γxy µ2 + γx2 − 3y2



 . (3.52)

This can be used to evaluate the stability properties of the fixed points of the system.

As expected, the trivial solution (x, y) = (0, 0) has a Jacobian with eigenvalues µ1 and

µ2, which implies that it is unstable if either µ1 or µ2 are positive. This had already

been guaranteed from the previous stability analysis.

The dipolar fixed point (x, y) = (±√
µ1, 0) has a Jacobian with eigenvalues −2µ1 and

γµ1 + µ2. So, for the existence of this solution, it is required that µ1 be positive (which

coincides with the region of instability of the trivial solution). This dipole solution would

always be stable if the dynamics were restricted to the x-axis but it requires γµ1+µ2 < 0

for it to be a stable node. Otherwise it is a saddle point. Similarly, the quadrupolar fixed

point (x, y) = (0,±√
µ2) will exist provided µ2 is positive. The Jacobian evaluated at

this fixed point has got eigenvalues of −2µ2 and µ1 + δµ2. So it is always stable if the

dynamics are restricted to the quadrupolar (y) direction. If µ1 + δµ2 < 0 then it is a

stable node and it is a saddle otherwise.

The mixed-parity fixed point is located by solving:

µ1 + δy2 − x2 = 0 (3.53)

µ2 + γx2 − y2 = 0. (3.54)

This has solutions:

(x, y) =

(

±
√

δµ2 + µ1

1 − δγ
,±
√

µ2 + γµ1

1 − δγ

)

. (3.55)

So, if this solution is going to exist when the dipolar and quadrupolar solutions are

saddle points, then it is required that δγ < 1. This implies that:

C1(C4 − C3)/C3C2 > 0, (3.56)
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Figure 3.6: A bifurcation diagram summarising the parameter dependence of the phase

portraits. The positions of the lines of bifurcation will vary with the parameters – this is a

representative example. The dashed line shows an example of a path through parameter

space that can be obtained by increasing the magnitude of the dynamo number

which is the final criterion that needs to be satisfied in order to ensure the existence

of mixed-parity modes – it is straightforward to verify that this mode is stable where

it occurs. In this low-order model, it is difficult to interpret this condition physically,

but (from a mathematical point of view) it has been shown to be necessary in order

to allow the system to produce mixed-parity modes. These results are summarised in

Figure 3.6, which displays the stability of the fixed points depending upon their position

in the (µ1, µ2) plane. The precise nature of this diagram depends upon the location of

the lines µ2 = −µ1/δ and µ2 = −γµ1, however this picture gives the general idea.

It should be emphasised that the original problem was a one-parameter problem. The
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µ1 and µ2 variables were introduced in order to provide a convenient way of reducing

this system down to lower order. Increasing D from zero corresponds to following a line

through parameter space. The more negative the value of kV (and hence ω1 and ω2), the

closer to the origin of µ1µ2-space the path will pass, with it always entering the region

of dipole stability first. In other words, the critical dynamo numbers for the dipolar and

quadrupolar modes get closer as kV gets more negative. Provided condition (3.56) is

satisfied, this stationary dipolar solution can then lose stability to a stationary mixed-

parity mode.

3.4.4 Results

Now that the stability criteria for a mixed-parity mode have been established, it is

possible to integrate equations (3.20)–(3.25) numerically with parameters chosen in such

a way as to give such a solution. This has been done using a simple 4th order Runge-

Kutta scheme. The integrals that form the constants in this system are evaluated using

a computer algebra package, and it was discovered that it was easy to find values for a,

b and v that satisfy condition (3.56). The value of σ seems to have very little qualitative

effect on the solutions, but in order to be consistent with the numerical simulations,

this was set to be 1/3. As before τ is set to be equal to unity. The precise value of

kV was also shown to have very little effect on the form of the solutions provided it

was sufficiently negative, and here kV is set to be −30. For the results presented here:

a = 0.1, b = −0.05, v = −0.08.

As D is increased from zero, the trivial solution persists until about D = 35.6, when

a dipolar stationary mode is observed, as shown in Figure 3.7. This is characterised

by a toroidal component that is antisymmetric about the equator, whilst the poloidal

component is symmetric there. Since the critical dynamo number for the stationary

quadrupolar mode is approximately 39.4, it is to be expected that the preferred mode

would be dipolar in these simulations. This dipolar mode gives way to a stationary
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Figure 3.7: A dipolar toroidal field, B, at D = 36. Note the antisymmetry about the

equator (x = 1).

mixed-parity mode at about D = 37.3, an example of which is shown in Figure 3.8.

The toroidal field now looks strikingly asymmetric, and this asymmetry persists as the

dynamo number is increased.

As a representation for a stellar dynamo, this low-order model has only limited

application. This model yields stationary solutions rather than oscillatory ones and only

contains two Fourier modes, so any asymmetry is clearly going to be limited. The purpose

of this illustrative calculation was to give an insight into the simplest possible dipole-

quadrupole interaction. In theory, by taking more Fourier modes in the truncation, it

should be possible to analyse a more realistic system in this way although it becomes

rapidly more and more algebraically intractable asN increases. From an analytic point of
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Squared Magnitude of the Toroidal Field
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Figure 3.8: The square of the toroidal field, B, at D = 38. Note the asymmetry about

the equator (x = 1).

view, it should be noted (see, Guckenheimer and Holmes, 1986) that the equations for the

double pitchfork bifurcation are very similar to the amplitude equations for the double

Hopf bifurcation, so the oscillatory and stationary cases may well be closely related

to each other. This analogy is important, because if we can explain how asymmetry

arises in the amplitudes of the oscillatory dynamo modes, that is half the picture. The

surprising feature of the numerical simulations is the robustness of the hemispherical

modes – that is, of course, a feature that can not be explained by this simple model and

a much higher order of truncation might be necessary before such behaviour is observed.

At this order, a reduction of the form that has been carried out will become much more

difficult.
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3.5 Summary and discussion

It has been demonstrated in this chapter that it is possible for highly asymmetric mixed-

parity modes to arise in a simple, one-dimensional mean-field αω dynamo model. This

model was derived from a model developed by Tobias (1996b,c, 1997b) and it was

reduced to one spatial dimension by an averaging process in the z direction. This led

to nonlinear terms, with coefficients that could be adjusted without altering the fact

that the nonlinear terms make no net contribution to the total energy of the system.

This one-dimensional system of partial differential equations was numerically integrated.

Mixed-parity modes of two types were found to be stable in a large region of parameter

space. The second of these types shows extreme north-south asymmetry and is the kind

of solution that Busse (2000) found in some large-scale numerical simulations. This type

of mode can only arise if it contains dipolar and quadrupolar components in roughly

equal quantities, oscillating in phase with each other, and it was found to be surprisingly

robust. As an illustrative calculation, a low-order model was derived which has been

shown to give the simplest interaction of stationary dipolar and quadrupolar modes.

An extended centre manifold reduction was performed in order to reduce this low-order

model down to a 2nd order system. As a model for a stellar dynamo, this low-order

model clearly has limited application, although the similarity of the 2nd order system

to the amplitude equations for the oscillatory case (Guckenheimer and Holmes, 1986),

suggests that this approach has captured some of the essential ideas. In theory, therefore,

it should be possible to use the same technique on a system that is truncated at higher

order in order to produce equations that govern the interaction of two oscillating modes.

Unfortunately, the smallest system that will give two oscillating modes consists of twelve

ordinary differential equations, and it may be necessary to go to even higher order to

produce the appropriate behaviour. As this is algebraically very intractable, a system

of this order was not investigated.

Ideally, it would be desirable to write down a set of criteria to establish whether or
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not a stellar dynamo is going to be highly asymmetric, but this is undoubtedly very

difficult. What this piece of work has done is to show that given “suitable” values of the

parameters in this model, highly asymmetric modes do indeed arise, and their occurrence

seems to be relatively insensitive to the precise parameter values. This means that we

should not be surprised that they do exist in reality. Having said that, these modes arise

as secondary bifurcations from a pure parity state, and their precise form is governed

by a complicated set of nonlinear partial differential equations. This means that it will

probably be extremely difficult to find a simple set of criteria that establish whether or

not such a dynamo is going to be highly asymmetric.

Although modulational effects (see, for example, Tobias, 2002a) must be taken into

account when modelling the solar dynamo, it seems highly plausible that this is the kind

of mixed-parity mode that could have given rise to the asymmetric sunspot observations

that were taken during the latter stages of the Maunder minimum. A particularly ap-

pealing feature of the mixed-parity modes shown in Figure 3.4 and Figure 3.5 is that the

bulk of the magnetic field in the active hemisphere is confined to a narrow band close

to the equator. This compares favourably with the narrow latitudinal band of sunspots

that were observed during the last stages of the Maunder minimum (Sokoloff and Nesme-

Ribes, 1994). As sunspots are just indicators of the subsurface field, it should be noted

that it is not necessary to have complete cancellation in one hemisphere in order to pro-

duce asymmetric sunspot observations. If the activity in one hemisphere is sufficiently

reduced, then it will be less prone to the buoyancy instabilities which carry flux up

towards the surface of the Sun (see, for example Hughes, 1992). In addition, any flux

that does travel up through the convection zone will be weaker and therefore far more

prone towards disruption by the turbulent convective motions that it will encounter.

The convection zone can therefore act as a filter, only allowing the strongest magnetic

flux to reach the photosphere. This implies that weaker subsurface flux will not tend to

give rise to large-scale active regions. Due to the simplified nature of this model it is
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dangerous to try and relate the results too closely to the solar dynamo, however it does

seem to capture the essential ideas. It is reasonable to suppose that these ideas should

also be applicable to other solar-type stars.

As a final note, it is interesting to compare these results with the results of Bennett

et al. (2002) on the so-called “Huygens clock” experiment. They looked at a system of two

pendula mounted side by side on a wooden beam and the motion of this common support

provides coupling between the pendula. The weight of this support was adjusted so as to

alter its response to the oscillatory motion of the swinging pendula. For strong enough

coupling, a state which was referred to as “beating death” resulted. This consisted of one

pendulum swinging while the other remained stationary. This asymmetric behaviour is

strikingly similar to the hemispherical magnetic activity observed in the dynamo model

given above and in the simulations of Busse. Although this is a different problem, it

is suggestive of the fact that highly asymmetric states could be a general feature of

symmetric, coupled, nonlinear systems.
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Chapter 4

Stellar Mean-Field Dynamo Models

In the previous chapter, an illustrative model was used in order to investigate one par-

ticular aspect of solar and stellar dynamos. Whilst this one-dimensional model provides

a useful means of investigating mixed-parity modes, it is too simplistic to be regarded as

a “realistic” dynamo model. As described in Section 2.4.4, recent simulations have made

significant progress towards more realistic mean-field dynamo models. Various dynamo

models are described in this chapter, along with the numerical schemes that are used in

their simulation. The simplest model, which is based upon that of Markiel (1999) and

Markiel and Thomas (1999), is described in the next section. This model then forms the

basis for more ambitious models which include various new effects, such as the nonlin-

ear back-reaction of the Lorentz force upon the angular velocity, a prescribed meridional

flow and an extension of the model to α2ω dynamos.

The implementation of the numerical schemes was a lengthy process, and the result-

ing codes often need to run for several hours of computing time. The validation process

for these codes (which is also described in this chapter) proved to be rather complicated.

The simplest way to verify that a new code is operating correctly is by attempting to re-

produce previously published results. In a number of cases this proved to be impossible,

which meant that considerable amounts of time were spent trying to locate the causes
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for any discrepancies. With the assistance of the relevant authors, a number of mistakes

were actually found in the published results. These have now been corrected, and the

codes have been successfully validated. Having performed these checks, the resulting

dynamo codes are powerful tools in the study of solar and stellar dynamos.

4.1 The dynamo model

4.1.1 The αω equations

Ignoring meridional motions, the mean velocity field, u, can be expressed in the following

form:

u = Ω(r, θ)r sin θeφ, (4.1)

where, Ω(r, θ) is the imposed differential rotation profile. It is assumed that the form

of Ω(r, θ) is maintained by the non-magnetic forces acting on the fluid (e.g. gravity,

turbulent stresses etc). As this model is axisymmetric, it is convenient to use the standard

poloidal-toroidal decomposition (equation 2.15) for the magnetic field – substituting this

into the mean-field dynamo equation (equation 2.40) yields evolution equations for the

scalars A and B, which (in the αω approximation) are given by:

∂A

∂t
=

α(r, θ)B

1 + (B/Bo)2
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.2)

− η(r)A

r2 sin2 θ

∂B

∂t
=

∂(A sin θ)

∂θ

∂Ω

∂r
− sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
+

1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

(4.3)

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.
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Various terms in equations (4.2) and (4.3) require further explanation. The function

α(r, θ), which occurs in equation (4.2), represents the spatial distribution of the α-effect.

α-quenching has been represented in a simple way by making use of an expression of

the form given by equation (2.38), and quenching is taken to be dependent solely upon

the (dominant) toroidal field component in this αω model. The constant Bo, given in

equation (4.2), defines the value of B at which quenching effects becomes significant.

The function η(r) represents the magnetic diffusivity, which is a quantity that we would

expect to be enhanced by turbulence. Since the intensity of the turbulence within a star

might be expected to vary in a (roughly) spherically symmetric fashion, it is reasonable

to assume that this diffusive coefficient is independent of θ.

These equations can now be non-dimensionalised, using scalings similar to those

given in equation (3.7):

r → R∗r̃ t→ (R2
∗
/ηo)t̃ (4.4)

A→ (αoR
2
∗
Bo/ηo)Ã B → BoB̃

α→ αoα̃(r̃, θ) η → ηoη̃(r̃) Ω → ΩoΩ̃(r̃, θ).

where, R∗ is the stellar radius, and ηo, αo and Ωo are characteristic values of the mag-

netic diffusivity, α-effect and angular velocity respectively. Dropping the tildes, the non-

dimensionalised equations are given by:

∂A

∂t
=

α(r, θ)B

1 +B2
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.5)

− η(r)A

r2 sin2 θ

∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
−D

sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
+

1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

(4.6)

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.
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The non-dimensional parameter appearing in these equations is the dynamo number,

D =
αoΩoR

3
∗

η2
o

. (4.7)

These are now the αω equations in their final form, for this model which takes α-

quenching as the sole nonlinearity. However, before these can be integrated numerically,

we need to decide how we are going to apply them to solar and stellar dynamos.

4.1.2 Model set-up

As discussed in Chapter 2, the region of interest for dynamos in late-type stars is prob-

ably around the base of the convection zone. It therefore makes sense to choose the

computational domain so that it contains the convection zone and the overshoot layer.

These equations are solved in a region that represents a meridional cut through a spher-

ical shell: 0 ≤ θ ≤ π, rin ≤ r ≤ rout, where rout is taken to be the stellar surface and

rin depends upon the location of the overshoot layer within the star. For the Sun, the

base of the convection zone occurs at around r = 0.7, so the choice of rin = 0.6 should

ensure that the overshoot layer is entirely contained within the computational domain.

The computational domain for a solar dynamo calculation is shown in Figure 4.1.

Appropriate boundary conditions must be chosen in order to complete the set-up of

the model. On the axis of the domain (i.e. at θ = 0 and θ = π), the choice of boundary

conditions is determined by the fact that the radial components of the magnetic field

and the current must remain finite. These requirements are satisfied by taking

A = B = 0 at θ = 0 and θ = π. (4.8)

The enhancement of the magnetic diffusivity due to the effects of turbulence will be

greatest within the convection zone. We would therefore expect the effective magnetic

diffusivity to decrease rapidly with depth, below the base of the convection zone, until
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Figure 4.1: The computational domain for a solar dynamo calculation: 0 ≤ θ ≤ π,

0.6 ≤ r ≤ 1.0. The base of the convection zone (r = 0.7) is indicated by a dotted line.

the turbulent enhancement becomes negligible. Since the magnetic diffusivity in the

lower part of the overshoot layer is small, magnetic fields that are generated around the

base of the convection zone will not readily propagate (diffusively) towards the inner

radius of the computational domain. It is therefore reasonable to set:

A = B = 0 at r = rin. (4.9)

The outer radius of the domain corresponds to the surface of the star. Since stellar

atmospheres are extremely tenuous when compared to the interior of a star, a magneto-
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hydrostatic force balance above the surface of a star will be dominated by magnetic

stresses. For equilibrium, we therefore require the magnetic field to be force-free. The

simplest example of a force-free field is the case of a potential field, where the current

vanishes everywhere. Assuming axisymmetry, any purely poloidal, force-free magnetic

fields are also potential fields. Above the solar surface the large-scale magnetic field is

observed to be mainly poloidal, which suggests that the (very commonly used) assump-

tion that the current vanishes above the stellar surface is probably a reasonable one in

this global axisymmetric dynamo model. In terms of the magnetic field, equations (2.7)

and (2.15) mean that this current-free condition can be expressed as

j =
1

µo
∇× B =

1

µo
∇× [Beφ + ∇× (Aeφ)] = 0 for r > rout. (4.10)

It is easy to see that this condition, coupled with the fact that B must vanish at the

poles, implies that

B = 0 and ∇2A− A

r2 sin2 θ
= 0 for r > rout. (4.11)

In order that there be no surface currents at r = rout, all three components of the

magnetic field must be continuous there. Given the conditions at the poles, this means

that B, A and ∂A/∂r must all be continuous at the surface. So, in terms of boundary

conditions there we need:

B = 0 at r = rout (4.12)

and

A matches smoothly onto a solution of ∇2A− A

r2 sin2 θ
= 0. (4.13)
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4.2 Numerical scheme

4.2.1 Discretisation of the equations

Having specified the details of the model, we are now in a position to choose a numerical

scheme. The numerical scheme employed by Markiel (1999) uses a non-uniform compu-

tational grid in order to allow the concentration of grid-points around regions of interest.

This is clearly a useful feature to include in a code of this type. For the case where the

sole nonlinearity is α-quenching, Markiel’s code seems to solve the mean-field equations

very efficiently. It is mainly for this reason that I decided to closely follow the numerical

method described by Markiel (1999). The other advantage of using such similar numer-

ical schemes is that it makes it easier to compare results from the two codes. Since they

are written entirely independently, but based on very similar numerical ideas, it means

that if they are giving results that are the same, then the coding is more likely to be

correct in both cases.

Using the method described by Markiel, the computational domain is covered by

a mesh consisting of lines of constant r and lines of constant θ. The lines of constant

θ are evenly spaced, stretching from pole to pole, whilst the lines of constant r are

non-uniformly distributed. These lines are labelled by integer indices, with the lines

of constant θ being labelled by the integer j ∈ [1, J ] (j = 1 corresponding to the

North pole, j = J to the South pole), and the lines of constant r being labelled by

the integer i ∈ [1, I] (i = 1 corresponds to the inner radius of the computational grid

and i = I corresponds to the outermost grid-point). For the ease of the application

of the numerical scheme, I is always taken to be an odd integer. In order to simplify

the discretisation of the equations, some structure is imposed upon the spacings of the

lines of constant r: even numbered lines are constrained to be halfway between the odd

numbered ones. A staggered mesh is used, which means that the variables A and B are

not stored at every grid-point: A is only stored at grid-points that correspond to odd
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values of j and even values of i, B is only stored at grid-points with odd values of both

i and j. Staggered meshes of this form are often used for flux conservative problems.

As discussed by Markiel (1999), where more details can be found, the main benefit of

this staggered grid is to improve the accuracy of the representation of the source terms

in the mean-field equation. An example of a segment of the computational domain is

shown in Figure 4.2.

The use of a non-uniform grid presents certain difficulties in the accurate representa-

tion of derivatives – an issue discussed in detail by Markiel (1999). Centred derivatives

on a uniform grid can be used in order to achieve 2nd order accuracy in space. Since

the lines of constant θ on this grid are uniformly spaced it is easy to illustrate that

here. Using the notation Ai,j to represent the value of the variable A at the grid-point

(i, j), the first partial derivative of A with respect to θ, at the point (i, j + 1) can be

approximated by

∂A

∂θ i,j+1
=
Ai,j+2 − Ai,j

2∆θ
+ O

(

(∆θ)2
)

, (4.14)

where ∆θ in the (constant) angle between the lines of constant θ. This derivative is

exactly centred at grid-points with even values of both i and j. Similarly, the second

partial derivative of A with respect to θ, centred at (i, j), is given by

∂2A

∂θ2 i,j
=
Ai,j+2 − 2Ai,j + Ai,j−2

4(∆θ)2
+ O

(

(∆θ)2
)

. (4.15)

This derivative is exactly centred at grid-points with even values of i and odd values of

j. It is easy to show using Taylor series expansions that these expressions correspond to

the appropriate derivatives, with (as indicated) error terms of order (∆θ)2.

Given the non-uniform nature of the radial spacing of the grid, it follows that care

needs to be taken concerning the location of the centering of the derivatives. Radial

derivatives of B are in fact properly centred at grid-points with even values of i and odd

values of j. This follows because the even grid lines of constant radius are constrained
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Figure 4.2: A section showing the layout of the mesh grid-points. The solid lines represent

odd numbered grid lines in r and θ, whilst the dashed lines represent even lines. A and

B are stored only at the points shown. The lines are evenly spaced in θ, non-uniform in

r – even radial lines are always halfway between odd ones.

to be midway between the odd lines. However, radial derivatives of A are not centred

exactly at grid-points. For example, the derivative

∂A

∂r
=
Ai+1,j −Ai−1,j

ri+1 − ri−1

, (4.16)
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(where ri is the location of the ith line of constant radius) is centred at (ri+1 + ri−1)/2,

which probably will not coincide with ri. A representation of this form only gives the

derivative accurate to first order in space. Similar problems exist for higher order radial

derivatives of all the variables. The problem is solved by using expressions for these

derivatives on either side of the grid-point of interest to perform a linear interpolation.

The resulting expressions for these derivatives at this grid-point are now correct to

second order. The details of the discretisation of the equations are discussed at length

by Markiel (1999), so it will not be discussed further here.

The time-stepping scheme used by Markiel (1999) was a 1st order Euler scheme (see,

for example, Press et al., 1986). The time-step that can be used in this explicit scheme

is tightly constrained: the scheme will be unstable if the time taken for information to

propagate diffusively across a spatial cell is less than the time-step used (Press et al.,

1986). So, if we have narrow cells in a region of high diffusivity then we require a small

time-step in order to ensure stability. A typical time-step used in Markiel’s calculations

seemed to be of the order of 10−5 diffusion times – application of the time-stepping

constraint ensures that the temporal accuracy is comparable to the spatial accuracy.

Given that it was computationally inexpensive to use a scheme that was accurate to

second order, the time-stepping scheme is used here is a 2nd order Adams-Bashforth

scheme (see, for example, Iserles, 1996). This should be more accurate than the first

order Euler scheme, although a very brief comparison of the two numerical schemes

(as well as a third order Adams-Bashforth scheme) suggested that the precise choice of

scheme made very little difference for this problem – all the schemes were stable and

they seemed to produce virtually identical results.

4.2.2 Implementation of the boundary conditions

The boundary conditions for this problem were discussed in Section 4.1.2. Although

the boundary conditions are essentially the same as those described by Markiel (1999),
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slightly different methods have been used in order to implement them here. Condi-

tion (4.8), which forces the variables to vanish at the poles, is easily satisfied by setting

Ai,1 = Bi,1 = Ai,J = Bi,J = 0 ∀ i. (4.17)

The fact that the grid is both staggered and non-uniform in radius means that more

care needs to be taken with the radial boundary conditions. A convenient way of im-

plementing the boundary conditions at the inner radius (given by equation 4.9) is by

placing the innermost (i = 1) radial grid-point just below r = rin, in such a way as to

ensure that first even grid-point (i = 2) coincides exactly with r = rin. Since even radial

grid-points are arranged so that they lie at exactly the mid-point between adjacent odd

radial grid-points, the effective value of B at r = rin is easily obtained by interpolation.

The boundary conditions at the base of the computational domain, which state that A

and B must vanish at r = rin, are therefore satisfied by setting

A2,j = 0 and B1,j = −B3,j ∀ j. (4.18)

The boundary conditions that need to be applied at the outer radius of the domain

are rather more complicated than those described above. The condition that B vanishes

at this boundary is accomplished in precisely the same way as for the inner boundary.

The outermost (odd) grid-point is placed just outside the surface of the star in such a

way as to ensure that the final even point coincides exactly with the surface. The value

of B at the surface itself is again found by interpolation, and this results in a condition

on B at the outermost grid-point:

BI,j = −BI−2,j ∀ j. (4.19)

The condition on A at the surface is far more problematic, and much harder to imple-

ment. Condition (4.13) states that we need to map A onto a potential field in such a

way as to ensure that A and its radial derivative are continuous at the surface. The
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method used here is an iterative technique described by Dikpati and Choudhuri (1994),

details of which are given below. It is also possible to determine the boundary values

of A by means of a matrix multiplication (Jepps, 1975). Jepps also used an iterative

method in some of his calculations, although it was significantly less efficient than that

described by Dikpati and Choudhuri (1994), and so it was found to be less efficient than

his matrix method.

In order that there be no sources of magnetic field at infinity, we require

A(r, θ) → 0 as r → ∞. (4.20)

The general solution for the potential field can, therefore, be written in the form

A(r, θ) =
∑

l

ψlr
−(l+1)P 1

l (cos θ) for r ≥ rout. (4.21)

where, l is a positive integer, the ψl are constant coefficients and P 1
l (cos θ) are the asso-

ciated Legendre functions. The orthogonality relationship for these associated Legendre

polynomials is (see, for example, Abramowitz and Stegun, 1968)

∫ π

0

P 1
l (cos θ)P 1

n(cos θ) sin θdθ =
2l(l + 1)

(2l + 1)
δln. (4.22)

By making use of this relationship, it is possible to derive an expression for ψn which

makes use of the values of A at the stellar surface (see, for example, Dikpati and Choud-

huri, 1994)

ψn =

[

2n + 1

2n(n + 1)

]

rn+1
out

∫ π

o

A(rout, θ)P
1
n(cos θ) sin θdθ. (4.23)

The boundary condition on A requires the continuity of the radial derivative of A at the

solar surface. From equation (4.21), the radial derivative of A must be given by

∂A

∂r
= −

∑

l

(l + 1)ψlr
−(l+2)
out P 1

l (cos θ) at r = rout. (4.24)
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Satisfying equation (4.24) with the ψl coefficients given by equation (4.23) gives a smooth

transition onto a potential field.

The iterative procedure used to implement this condition is relatively simple. The

numerical grid is set up so that the outermost even radial grid location coincides with

the stellar surface, so the values of A at the surface are given by AI−1,j ∀j. At each

time-step, the values of AI−1,j from the previous time-step are used as an initial guess

for the new surface values. As described by Markiel (1999), an extended Simpson’s rule

(Press et al., 1986) can be used to calculate the coefficients ψn in equation (4.23). Using

equation (4.24), these coefficients are then used to calculate an approximation to the

radial derivative of A at the surface. Linear interpolation, based upon interior values of

A, can then be used to provide an alternative expression for the radial derivative of A

at the surface:

∂AI−1,j

∂r
=

(rI−1 − rI−3)
2 − (rI−1 − rI−5)

2

(rI−1 − rI−5)(rI−1 − rI−3)(rI−5 − rI−3)
AI−1,j (4.25)

+
(rI−1 − rI−5)

(rI−1 − rI−3)(rI−5 − rI−3)
AI−3,j

+
(rI−3 − rI−1)

(rI−1 − rI−5)(rI−5 − rI−3)
AI−5,j .

Equating this expression for the derivative with that given by equation (4.24) leads to

a new approximation for the values of AI−1,j (since all the other quantities are known).

These values can then be fed back into equation (4.23) in order to find the new potential

field. This process can be iterated until the correct values of AI−1,j have been found to

an acceptable level of accuracy. Given that the explicit time-stepping scheme requires

small time-steps, the initial guess in the iteration is fairly close to the true value, and

the iteration was found to converge very rapidly – only 3 or 4 iterations were generally

required in order to achieve convergence. About 20 associated Legendre modes were

found to be sufficient to ensure the convergence of the sum given by equation (4.21)

although 40 modes were used in most calculations.
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At this stage, it is worth comparing the implementation of these boundary conditions

with the methods used by Markiel (1999). All the methods are very similar, with the

exception of the condition on A at the outer radius of the domain, which is rather

different. Markiel’s grid was set up slightly differently, in that he used an even number

of grid-points, with the surface corresponding to rI−2 rather than rI−1. This means

that there is an additional even grid-point outside the surface of the star, and rI−2 is

treated as an interior point, at which the equations are solved. In the same way as

that described above, Markiel used equation (4.23) in order to calculate the coefficients

ψn. These coefficients were than used in equation (4.21) to calculate the values of A

at r = rI . This was then used as the outer boundary condition at the next time-step.

In the validation checks carried out by Markiel, this method gave results that were

consistent with previously published work. This method certainly ensures that A is

mapped continuously onto a potential field, although just after the boundary conditions

have been calculated, it would appear to introduce a discontinuity in the radial derivative

of A at r = rI−2. After the equations have been evolved (just before the next calculation

of the boundary conditions), this discontinuity jumps to r = rI . Since the time-step is

small, it is reasonable to suppose that these discontinuities are small, and this is in some

way converging onto the correct solution (particularly for a model where there is little

activity at the surface). The applicability of this alternative technique is investigated in

some of the models that are described later on in the chapter.

4.2.3 Initial conditions

In any time-stepping code, such as this one, some initial conditions must be specified.

A seed magnetic field must be present in order for dynamo action to occur. Provided

that the initial field is small, and not too close to any particular eigensolution of the

kinematic problem, it should not have have a significant effect on the final solution. The

initial conditions used by Markiel (1999) were chosen so as to satisfy these constraints
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in such a way as to minimise the time taken for the dynamo to reach a statistically

steady state. In the region of the base of the convection zone, B was set equal to a

small linear combination of P 1
1 (cos θ) and P 1

2 (cos θ), whilst A was set equal to zero. This

combination of P 1
1 (cos θ) and P 1

2 (cos θ) implies that this initial perturbation is not one

of pure parity. Everywhere else, A and B were initially set equal to zero. Similar initial

conditions were used in this model. The results seem to be insensitive to the precise

form of this initial perturbation from the trivial state.

4.3 Code validation

4.3.1 Linear results

Before any code can be used in an investigation of solar and stellar dynamos, it must be

carefully tested. The αω (kinematic) dynamo equations have been solved as an eigenvalue

problem by Stix (1976). In Stix’s “model 4”, these equations are solved in a spherical

shell with rin = 0.5R⊙ and rout = R⊙. The boundary conditions are as described in

Section 4.1.2, apart from the condition on B at the inner radius of the domain: rather

than B = 0, instead ∂(rB)/∂r = 0 was used. This corresponds to treating the inner

core as a perfectly conducting sphere. In this model, the angular velocity of the Sun

was assumed to be constant on cylindrical surfaces, so Ω(r, θ) = r2 sin2 θ. A simple form

was used for the α-effect, α(r, θ) = cos θ, and the magnetic diffusivity was taken to be

constant.

Markiel used this model as a means of testing his code – the only alteration that

was required was to change the lower boundary condition for B. This means that this

was a good test of most aspects of the code. After removing the α-quenching term, the

solutions either grow exponentially or decay (depending on the value of D). Interval

bisection can be used to establish the critical dynamo numbers to an acceptable level

of accuracy. As a further check, the frequencies of oscillation of the resulting dynamo
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waves can also be compared. Given that this seems to be a useful check of the code,

it was decided to perform the same calculations using this new code. The resolution

employed by Markiel consisted of a uniform grid with 65 odd grid-points (129 total) in

latitude and and 22 odd grid-points (44 total) in radius. Henceforth, the grid size will

always be quoted in terms of the number of odd grid-points. Since A and B are only

stored at roughly half the total number of grid-points used, this gives a more accurate

impression of the fineness of the grid. Markiel (1999) demonstrated that this resolution

was sufficient to ensure the convergence of the critical dynamo numbers, Dc – doubling

the number of grid-points in either direction changed Dc by only a fraction of a percent.

Initial checks carried out with this new code agreed with this finding. However, it was

found that increasing the resolution had a more significant effect (of the order of 1.5%) on

the frequencies of oscillation. For this reason, the results described here were carried out

using a 97x44 grid. Doubling the number of grid-points in either direction now made

only a fraction of a percent difference to both the critical dynamo numbers and the

frequencies of oscillation. By way of comparison, in the equivalent eigenvalue problem

that was considered by Stix (1976), adequately converged solutions were obtained by

considering only 10 grid-points in radius and only 9 associated Legendre modes in the

expansion of the latitudinal part.

The critical dynamo numbers, Dc (both positive and negative), found by Stix,

Markiel and this code are shown in Table 4.1. It should be noted that both Stix and

Markiel used a slightly different definition for their dynamo numbers, the magnitude of

which corresponds to the square root of the dynamo number defined in equation (4.7)

– the magnitudes of my values have been adjusted accordingly in order to allow easier

comparison. In all studies it was found that dipolar modes are preferred for negative

dynamo numbers, whilst quadrupolar modes are preferred for positive values. For neg-

ative dynamo numbers, the dynamo waves migrate equatorwards, with the migration

reversed for positive dynamo numbers. Comparing the calculations carried out here with
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Stix Markiel My code

Negative D Dc –95.74 –94.55 ± 0.05 –93.51 ± 0.03

Frequency 79.18 75.5 ± 0.3 74.27 ± 0.4

Positive D Dc 83.00 82.35 ± 0.05 83.99 ± 0.03

Frequency 81.48 79.6 ± 0.1 82.47 ± 0.5

Table 4.1: A comparison of the critical dynamo numbers and frequencies of oscillation.

The level of accuracy of these determined values is also indicated. The grid sizes used

are enough to ensure convergence in each case – more details are given in the text.

those of Stix, the critical dynamo numbers differ by 2.3% for negative D and 1.2% for

positive D whilst the frequencies differ by 6.2% for positive D and by 1.2% for nega-

tive D. Closer agreement on the frequencies is obtained when my code is run at Stix’s

critical dynamo numbers (2.2% discrepancy for negative D and 0.1% discrepancy for

positive D). Given the uncertainties in the different numerical schemes that were used

to obtain these results, these values are in acceptable agreement. This test also suggests

that the results from Markiel’s code are in good agreement with those obtained from

my code. The results here were found to be insensitive to the choice of time-step – since

the time-step is limited by the stability requirements and the time-stepping scheme is

second order, this is unsurprising. The use of double precision arithmetic (as opposed

to single precision) also made no discernable difference to the results.

4.3.2 Nonlinear calculations

The linear results described above enabled most aspects of the code to be checked. As

a further test, the code was used to try to reproduce results from some solar dynamo

calculations from Markiel’s thesis. Rather surprisingly, although the results were quali-

tatively similar for most of the cases tried, there were significant quantitative differences
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between the results from the two dynamo codes. Also, for an α-effect that was con-

centrated around the equator, there were actually major qualitative differences: for a

certain range of the parameters, Markiel found an oscillatory mode driven by the radial

shear, whereas my code produced a steady mode driven by the latitudinal shear. This

suggested a problem with the imposed velocity shear profiles, which could only be re-

solved by a detailed comparison of the two dynamo codes – I am grateful to Andrew

Markiel for allowing me to have access to his dynamo code for this purpose.

Analysis of Markiel’s code showed that the discrepancy between the two codes lay

in the analytic fit to the imposed radial shear. For these particular simulations, there

appears to be an erroneous factor of two in the imposed shear in Markiel’s code, which

artificially increases the effect of the radial shear for these calculations. This explains

why Markiel found behaviour dominated by the radial shear rather than the latitudinal

shear for an α-effect that was heavily restricted to low latitudes. The analytic fit to the

radial shear that was used in my code has been double-checked against a computer-

generated shear profile derived from the imposed rotation law, so this would seem to be

correct. This probable error only affects the results that appear in the final chapter of

Markiel’s thesis and does not effect any of the idealised interface calculations described

in Markiel and Thomas (1999). The validation check carried out in Section 4.4.2 (see

later) provides further evidence that the shear profile that is used in my code is correct.

Removing this factor of two from Markiel’s code now allows us to perform a detailed

comparison of the two codes.

In all cases considered, the results were qualitatively identical. One detailed com-

parison was carried out in order to verify that the codes are giving results that are in

agreement with each other. Having non-dimensionalised Ω in terms of the surface equa-

torial rotation rate, and η in terms of the convection zone diffusivity, the input profiles

for this model are as follows:
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α(r, θ) = cos θ exp

[

−
(

r − 0.71

0.025

)2
]

(4.26)

Ω(r, θ) = Ωc +
1

2

[

1 + Φ

(

r − 0.685

0.025

)]

(

P −Q cos2 θ − R cos4 θ
)

η(r) =

(

1 − ηc

2

)[

1 + Φ

(

r − 0.685

0.025

)]

+ ηc,

where Φ represents the error function, ηc = 0.01, P = 0.0571, Q = 0.123, R = 0.155 and

Ωc = 0.915. The spatial dependence of Ω(r, θ) is chosen so as to provide an analytic fit

to the inferred solar rotation profile, with a narrow transition region (representing the

tachocline), at r = 0.7, matching the rigidly rotating core to the differentially rotating

convection zone. The profile for η(r) provides a smooth transition (for the magnetic

diffusivity) from the turbulent convection zone, where the diffusivity is assumed to be

enhanced, to the highly conducting region below. The α-profile represents a tachocline-

based α-effect. Similar input profiles are used for Figure 6.16 of Markiel (1999), although

a smaller value of ηc was used in those calculations. It should be noted that the solutions

will look slightly different to those given in Markiel’s thesis due to the correction that

has been applied to the analytic fit to the radial shear profile, and the fact that linear

contour spacings are used as opposed to logarithmic ones. As mentioned previously,

Markiel uses a slightly different definition of D from that given by equation (4.7): using

my definition, D = −1.0 × 106. Markiel used a non-uniform grid using 64 radial grid-

points and 65 latitudinal ones – the grid used for my code was chosen to be as similar

as possible to this one. Virtually identical initial conditions were also used, and the

solutions were evolved for the same length of time.

Contours of toroidal field, plotted against latitude and time at r = 0.68, from both

codes are shown in Figure 4.3. The time-scales on these figures are in terms of the

dimensionless units (diffusion times) described in equation (4.4). The peak toroidal

fields at r = 0.68 for these calculations are 3.20 and 3.14 for Markiel’s code and my code

respectively (dimensionless units are again used). The periods of oscillation are 0.0097
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Figure 4.3: Contours of toroidal field, plotted against latitude and time at r = 0.68,

for my code (top) and Markiel’s code (bottom). The contour spacings are the same in

each plot, with solid contours corresponding to positive values of B and dashed contours

corresponding to negative values.
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units, for my code, and 0.0094 units for Markiel’s code. The differences between these

values for the two codes are of the order of 2-3% – these discrepancies are perfectly

acceptable given the differences between the two codes.

It is important to consider to what extent these results are dependent upon the

resolution of the grid. Given the uncertainties involved in the placement of the radial

grid-points, it is easier to perform resolution checks using a uniform grid – this also means

that we can assess the effects of using a non-uniform grid as opposed to one where the

spacing is uniform. Initially a 101x65 uniform grid was used and, after evolving the

equations for the same length of time, the resulting oscillations were qualitatively the

same as those shown in Figure 4.3. The values of the period and the peak toroidal

field were 0.0096 and 3.06 respectively. These values are in good agreement with the

results from the non-uniform grid despite the very different radial grid-point coverage.

This suggests that a radial resolution of 101 grid-points is probably sufficient to give a

solution of acceptable accuracy.

Table 4.2 summarises the results from the runs carried out at different grid resolu-

tions. These resolution checks indicate that, although the results are relatively insensitive

to an increase in the radial resolution, doubling the number of latitudinal grid-points

has a significant effect upon the values of the period and the peak field (a 19% de-

crease in the period and an 8% decrease in the peak field). Having said that, despite

substantial differences in these values, the overall pattern of behaviour of the dynamo

oscillations seems to be unaffected by an increase in the number of grid-points in the

mesh. In any numerical survey, it is necessary to select a grid resolution in such a way

as to achieve a balance between numerical accuracy and computation time. It should

also be remembered that even extremely high resolution mean-field simulations are only

capable of producing a qualitative picture of the operation of a stellar dynamo. These

results suggest that a resolution of 101x65 is probably sufficient for an exploration of

parameter space, although a finer mesh is needed for more detailed calculations.
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Resolution Period of oscillation Peak toroidal field

101x65 0.0096 3.06

151x65 0.0099 3.11

101x97 0.0084 2.90

151x97 0.0085 2.92

101x129 0.0079 2.81

101x161 0.0077 2.76

101x193 0.0076 2.74

Table 4.2: Resolution checks for the uniform grid code. Grid resolution is quoted in

terms of number of odd radial grid-points x number of odd latitudinal points. The

periods of oscillation are given correct to 2 decimal places, which reflects the accuracy

of the measurement.

4.4 Variants to the model

4.4.1 A macrodynamic nonlinearity

In the model that has been discussed throughout this chapter so far, the only nonlin-

ear effect is that of α-quenching. An additional possible nonlinear mechanism is the

macrodynamic back-reaction of the Lorentz force upon the mean azimuthal velocity –

see Section 2.4.4 for a summary of previous solar dynamo models which incorporate this

effect.

In this modified model, the mean velocity field is now given by

u = Ω(r, θ)r sin θeφ + veφ, (4.27)

where v represents the azimuthal velocity perturbation (poloidal motions are again ne-

glected). In keeping with previous studies (see also Chapter 3), it is assumed that the
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evolution of v is governed solely by magnetic and diffusive effects. The evolution equation

for v is the spherical analogue of equation (3.3)

∂v

∂t
=

1

r2 sin θµoρ

[

∂(A sin θ)

∂θ

∂(Br)

∂r
− ∂(B sin θ)

∂θ

∂(Ar)

∂r

]

(4.28)

+
r

ρ

∂(ρν)

∂r

∂

∂r

[v

r

]

+
ν(r)

r2

∂

∂r

[

r2∂v

∂r

]

+
ν(r)

r2 sin θ

∂

∂θ

[

sin θ
∂v

∂θ

]

− ν(r)v

r2 sin2 θ
,

where ρ(r) is the fluid density and ν(r) is the fluid viscosity. It is assumed throughout

that

ν(r) = τη(r), (4.29)

(see, for example, Tobias, 1997a; Weiss and Tobias, 1997; Phillips et al., 2002) where

the non-dimensional constant τ is the magnetic Prandtl number. This proportional

relationship represents the fact that we would expect both quantities to experience a

similar enhancement due to the effects of turbulence. This simple parameterised form for

the turbulent viscosity is adequate for this mean-field model. The density is also taken

to be a function of radius only, and can be adjusted so as to take into account the effects

of stratification within a star. The evolution equations for A and B are identical in this

modified model apart from the fact that Ω(r, θ) is now replaced by Ω(r, θ) + v/(r sin θ).

These equations are non-dimensionalised using the scalings given by equation (4.4).

Additional scalings are required for the new quantities:

v → R∗Ωoṽ ρ(r) → ρoρ̃(r̃). (4.30)

Dropping the tildes results in the following set of equations
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∂A

∂t
=

α(r, θ)B

1 +B2
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.31)

− η(r)A

r2 sin2 θ

∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
+

D

sin θ

∂(A sin θ)

∂θ

∂

∂r

[v

r

]

− D sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
(4.32)

−D sin θ

r2

∂(Ar)

∂r

∂

∂θ

[ v

sin θ

]

+
1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

∂v

∂t
=

Λ

r2 sin θρ(r)

[

∂(A sin θ)

∂θ

∂(Br)

∂r
− ∂(B sin θ)

∂θ

∂(Ar)

∂r

]

(4.33)

+
τr

ρ(r)

∂(ρη)

∂r

∂

∂r

[v

r

]

+
τη(r)

r2

∂

∂r

[

r2∂v

∂r

]

+
τη(r)

r2 sin θ

∂

∂θ

[

sin θ
∂v

∂θ

]

− τη(r)v

r2 sin2 θ
.

In these equations, the α-quenching term has been retained – this effect can easily be

removed if required. The additional non-dimensional parameter, Λ, is defined by

Λ =
B2

oαoR∗

µoρoΩoη2
o

. (4.34)

In the absence of the α-quenching term, Λ can be eliminated from the equations by

a rescaling of A and B (A → Λ−
1

2 Ã, B → Λ−
1

2 B̃), as discussed in Chapter 3. If α-

quenching is included, it is not possible to remove Λ entirely, and this rescaling results

in a modification of the quenching term. The model equations in their final form are

given by

∂A

∂t
=

α(r, θ)B

1 + (B2/Λ)
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.35)

− η(r)A

r2 sin2 θ
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∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
+

D

sin θ

∂(A sin θ)

∂θ

∂

∂r

[v

r

]

− D sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
(4.36)

−D sin θ

r2

∂(Ar)

∂r

∂

∂θ

[ v

sin θ

]

+
1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

∂v

∂t
=

sign(D)

r2 sin θρ(r)

[

∂(A sin θ)

∂θ

∂(Br)

∂r
− ∂(B sin θ)

∂θ

∂(Ar)

∂r

]

(4.37)

+
τr

ρ(r)

∂(ρη)

∂r

∂

∂r

[v

r

]

+
τη(r)

r2

∂

∂r

[

r2∂v

∂r

]

+
τη(r)

r2 sin θ

∂

∂θ

[

sin θ
∂v

∂θ

]

− τη(r)v

r2 sin2 θ
.

Boundary conditions for v are chosen to try to complement the magnetic boundary

conditions. In order that the perturbation to the angular velocity should remain finite

at the poles

v = 0 at θ = 0 and θ = π. (4.38)

The boundary condition for v at the inner radius of the domain is taken to be

v = 0 at r = rin. (4.39)

This reflects the fact that we would not expect the dynamo and its associated velocity

perturbation to penetrate far into the low-diffusivity portion of the domain. The mag-

netic conditions (given by equation 4.9) also imply that the Lorentz force vanishes at the

base of the domain. At the surface, the vacuum boundary conditions for the magnetic

field suggest that a stress-free condition is appropriate

∂

∂r

(v

r

)

= 0 at r = rout. (4.40)

Numerically, the addition of v is implemented in a relatively straightforward way.

Like A, v is stored only at grid-points with an even radial index and an odd latitudinal
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index. The boundary conditions for v at the base of the domain and on the axis are

enforced in exactly the same way as for A (see equations 4.17 and 4.18). At the stellar

surface, the radial derivative of v/r can be expressed using interior values of v in an

exactly analogous way to the radial derivative of A (see equation 4.25). Equating this

derivative to zero results in an expression for vI−1,j. In terms of initial conditions, v is

set equal to zero everywhere at the start of each simulation. The checking of this code

is deferred until Chapter 6, where it is compared with results from Chapter 5.

4.4.2 A meridional flow

Another feature that can be incorporated into the model is an imposed meridional flow

(see, for example, Dikpati and Charbonneau, 1999; Bonanno et al., 2002; Küker et al.,

2002). Although meridional motions are neglected in this thesis, it was decided to include

this possibility in the numerical code. This extends the range of problems that it can

be used to investigate in the future. Apart from anything else, as described below, it

provides an additional means of testing the validity of the other aspects of the code.

The mean velocity field is now given by

u = ur(r, θ)er + uθ(r, θ)eθ + Ω(r, θ)r sin θeφ, (4.41)

where ur and uθ are specified functions of r and θ. With α-quenching as the sole non-

linearity, the evolution equations for A and B are given by

∂A

∂t
=

α(r, θ)B

1 + (B/Bo)2
− ur

r

∂(Ar)

∂r
− uθ

r sin θ

∂(A sin θ)

∂θ
(4.42)

+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

− η(r)A

r2 sin2 θ
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∂B

∂t
=

∂(A sin θ)

∂θ

∂Ω

∂r
− sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
− 1

r

∂(Brur)

∂r
(4.43)

−1

r

∂(Buθ)

∂θ
+

1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.

These equations can be non-dimensionalised in the same way as before, making use of

the additional scalings

ur(r, θ) → Uoũr(r̃, θ) uθ(r, θ) → Uoũθ(r̃, θ), (4.44)

where Uo is a representative value of the meridional flow. The equations become

∂A

∂t
=

α(r, θ)B

1 +B2
− Ru

ur

r

∂(Ar)

∂r
−Ru

uθ

r sin θ

∂(A sin θ)

∂θ
(4.45)

+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

− η(r)A

r2 sin2 θ

∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
−D

sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
−Ru

1

r

∂(Brur)

∂r
(4.46)

−Ru
1

r

∂(Buθ)

∂θ
+

1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

,

where

Ru =
UoR∗

ηo
(4.47)

is a magnetic Reynolds number controlling the relative influence of the meridional flow.

The new advective terms in the equations require little by way of new numerical tech-

niques. Linear interpolation is used to find expressions for the fluxes at all the necessary

grid-points, and the derivatives are then calculated in the usual way.

Since the model of Dikpati and Charbonneau (1999) is very similar to this one, that

provides an obvious means of checking this code. I therefore attempted to reproduce their
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(so-called) reference solution – for details, see Dikpati and Charbonneau (1999) – using

my code. A small modification to the code was required in order to restrict the solutions

to dipolar symmetry. The qualitative appearance of the solutions obtained agreed with

those of Dikpati and Charbonneau, however there was a significant discrepancy in the

period of oscillation (about 10%) and a massive discrepancy (approximately 2 orders of

magnitude difference) in the peak toroidal fields at the base of the convection zone. I

contacted the authors to try to establish the cause for these problems, and I am grateful

to both Mausumi Dikpati and Paul Charbonneau for their assistance. We established

that there were several typographical errors in the paper which had a major bearing

upon the results. Most importantly, the parameter controlling the strength of the α-

quenching is actually 500G rather than 105G, which is the value quoted in the paper.

This explains (at least in part) the significant discrepancy in the peak toroidal fields.

Given that there were still uncertainties concerning some of the details of the model,

we carried out a set of detailed checks involving my code and Paul Charbonneau’s code.

For these simulations, the meridional circulation was taken to have the same form as that

used by Dikpati and Charbonneau (1999) apart from the fact that it is taken to close at

the base of the convection zone (r = 0.7) rather than at the base of the computational

domain. The components of this meridional flow are given by

ur(r, θ) =

(

2

r2

)[

−2

3
ζ +

c1
2
ζ1.5 − 4c2

9
ζ1.75

]

(2 cos2 θ − sin2 θ) (4.48)

uθ(r, θ) =

(

2

r3

)

[

−1 + c1ζ
0.5 − c2ζ

0.75
]

sin θ cos θ,

where

ζ(r) =
1

r
− 1, (4.49)

and, defining ζb = ζ(0.7),
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Figure 4.4: Flow vectors for the imposed meridional circulation. The arrows indicate the

magnitude and direction of the flow in the northern hemisphere.

c1 = 4ζ−0.5
b and c2 = 3ζ−0.75

b . (4.50)

This corresponds to a meridional flow which consists of a single cell in each hemisphere:

the flow is polewards at the surface (normalised so that the maximum flow speed, oc-

curring at θ = π/4, is equal to unity) and equatorwards at the base of the convection

zone. The details of the meridional flow at the base of the convection zone are unknown,

but this prescribed velocity field is certainly plausible. Figure 4.4 shows the meridional

flow vectors in the region of computation.

All other input parameters to this model are identical to those described in Dikpati

and Charbonneau (1999), but (for completeness) it is worth briefly summarising them

here. This Babcock-Leighton model has a modified α-term, which is assumed to be
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Charbonneau’s values Values from this code

Period of oscillation (years) 47.7 47.5

Peak toroidal field at r = 0.7 (KG) 45.3 44.4

Peak radial field at r = 1.0 (KG) 13.0 13.6

Table 4.3: A comparison between the two codes. These values have been quoted in terms

of physical values. The scalings used to convert these values from the non-dimensional

quantities are identical to those described by Dikpati and Charbonneau (1999), apart

from the α-quenching parameter, which is set at 5.0 × 103G.

due to the decay of active regions. The active regions are surface manifestations of the

toroidal field at the base of the convection zone, so this source term is taken to be non-

local in B. The term proportional to α(r, θ), that appears in equation (4.45), is replaced

by S(r, θ, B), which is defined by

S(r, θ, B) =
1

2

[

1 + Φ

(

r − 0.95

0.01

)][

1 − Φ

(

r − 1.0

0.01

)]

sin θ cos θ (4.51)

× B(0.7, θ, t)

1 +B(0.7, θ, t)2

where Φ is the standard error function, and B(0.7, θ, t) corresponds to B at the base of

the convection zone. The profiles for the differential rotation and magnetic diffusivity

are very similar to those given by equation (4.26), with ηc taken to be 0.02 and the base

of the convection zone taken to be at r = 0.7.

The results from a high resolution (128 odd radial grid-points and 96 odd latitudinal

points in the hemispherical domain) comparison are shown in Figure 4.5. This suggests

that these codes are giving very similar results. A comparison of some global quantities is

given in Table 4.3. All the values match up to within a few percent. This is a convincing

validation of all aspects of the code, including the radial shear term that caused the
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Figure 4.5: Contours of toroidal field at r = 0.7, plotted against latitude and time. The

top plot shows results from Paul Charbonneau’s code, the lower plot is produced by my

code. The solid dots on the top plot indicate the location of the peak field. Contour

spacings are the same in each plot, with solid contours corresponding to positive values

of B and dashed contours corresponding to negative values.

112



discrepancy with Markiel’s code. Given that the source of the poloidal field is near

the surface in this Babcock-Leighton model, we might expect the radial field there

to be particularly sensitive to the boundary conditions used. Another simulation was

carried out using a Markiel-like implementation of the potential field condition, and

this produced a marked increase (of about 11%) in the peak surface radial field. This

discrepancy is presumably due to the fact that Markiel’s method does not completely

ensure that the radial derivative of A is continuous at the surface. So, whilst this method

seems to be perfectly adequate for interface dynamos, it will lead to inaccuracies in a

model of this type.

In principle, it is possible to combine a meridional flow with the macrodynamic non-

linearity that was described in the previous section. Equations (4.35) and (4.36) must be

modified, as described above, to include the advection terms. Additional advection terms

are also required in the equation governing the velocity perturbation. Equation (4.37)

therefore becomes

∂v

∂t
=

sign(D)

r2 sin θρ(r)

[

∂(A sin θ)

∂θ

∂(Br)

∂r
− ∂(B sin θ)

∂θ

∂(Ar)

∂r

]

(4.52)

−Ru
ur

r

∂(vr)

∂r
− Ru

uθ

r sin θ

∂(v sin θ)

∂θ
+

τr

ρ(r)

∂(ρη)

∂r

∂

∂r

[v

r

]

+
τη(r)

r2

∂

∂r

[

r2∂v

∂r

]

+
τη(r)

r2 sin θ

∂

∂θ

[

sin θ
∂v

∂θ

]

− τη(r)v

r2 sin2 θ
.

This combined model takes no account of any back-reaction of the magnetic field on the

meridional flow. Whilst this could be regarded as being inconsistent, the precise nature

of the returning flow around the base of the convection zone in the Sun is very poorly

understood. The effects of compressibility should lead to the returning flow being weaker

at the base of the convection zone than it is at the surface, but there are no reliable

observations to support this idea (see Section 1.3.3). It therefore seems unnecessary to

further complicate the model by allowing feedback on an already poorly determined

meridional flow.
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4.4.3 α2ω dynamo models

So far, all the dynamo models in this chapter have been of αω type. In the case of the

Sun, the presence of strong differential rotation makes this a natural approximation to

use. Other stars may have weaker differential rotation, and may therefore require the

solution of the full α2ω equations. The evolution equations for a system of this type are

given by

∂A

∂t
=

α(r, θ)B

1 + (|B|/Bo)2
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.53)

− η(r)A

r2 sin2 θ

∂B

∂t
=

∂(A sin θ)

∂θ

∂Ω

∂r
− sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
− 1

r

∂

∂r

[

α(r, θ)

1 + [|B|/Bo]2
∂(Ar)

∂r

]

(4.54)

− 1

r2

∂

∂θ

[

α(r, θ)

sin θ(1 + [|B|/Bo]2)

∂(A sin θ)

∂θ

]

+
1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.

Two modifications have been made to equations (4.5) and (4.6). The main modification

is the inclusion of the α-terms in the B equation, but also the α-quenching terms have

been changed so that quenching is now dependent upon |B| (the magnitude of the

total magnetic field, as a function of r and θ) rather than B. In an α2ω model, the

poloidal components of the magnetic field are likely to be comparable in magnitude to

the toroidal component, so the α-quenching must be adjusted to reflect this.

These equations can be non-dimensionalised using scalings that are virtually identical

to those given by equation (4.4), apart from the scaling used for A, which is given by

A→ BoR∗Ã. (4.55)

The equations now become
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∂A

∂t
= Rα

α(r, θ)B

1 + |B|2 +
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(4.56)

− η(r)A

r2 sin2 θ

∂B

∂t
= Rω

∂(A sin θ)

∂θ

∂Ω

∂r
− Rω

sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
(4.57)

−Rα
1

r

∂

∂r

[

α(r, θ)

1 + |B|2
∂(Ar)

∂r

]

− Rα
1

r2

∂

∂θ

[

α(r, θ)

sin θ(1 + |B|2)
∂(A sin θ)

∂θ

]

+
1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.

The non-dimensional parameters here are given by

Rα =
αoR∗

ηo
and Rω =

ΩoR
2
∗

ηo
. (4.58)

In the αω problem, it was possible to write D = RαRω to eliminate one of these pa-

rameters via a rescaling of A, however that is not possible here. This model required a

slight extension to the code that was used for the original model.

This is the final dynamo model that has been derived as an extension of the ba-

sic model. Having described these models and the techniques used in their numerical

simulation, we are now in a position to apply them to solar and stellar dynamos.
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Chapter 5

The Solar Dynamo

The previous chapter described, in general terms, the way in which mean-field dynamo

theory can be used to model stellar dynamos numerically. This chapter is concerned

with the application of these ideas to the solar dynamo. As discussed in Chapter 2,

the solar dynamo has already been the subject of several studies, most of which select

specific input profiles for α(r, θ), Ω(r, θ) and η(r) and then vary the dynamo number.

Helioseismological observations provide us with information regarding the solar differen-

tial rotation profile (see Section 1.3.1), so the spatial dependence of Ω(r, θ) is relatively

well-determined. There is rather more uncertainty surrounding the spatial dependence

of α(r, θ) and η(r). The aim of this chapter is to carry out a survey of the solar dynamo,

with particular reference to its dependence upon the functional forms of α(r, θ) and

η(r). It is found that the most solar-like solutions are obtained for an α-effect that is

confined to the base of the convection zone and is also suitably truncated at the poles.

For negative values of the dynamo number it is possible to find solutions that are of

approximately dipolar symmetry, the dominant feature of which is a low-latitude oscil-

latory band of magnetic activity, which migrates equatorwards as the cycle progresses.

This survey forms an important foundation for the more ambitious models which are

described in the next chapter.
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5.1 The solar model

The computational domain for a solar dynamo calculation is shown, in the previous

chapter, in Figure 4.1. The domain stretches from pole to pole (0 ≤ θ ≤ π), so the

dynamo is free to select its own parity. The inner radius of the computational domain

(rin) is taken to be at r = 0.6, so the radial extent of the domain is given by 0.6 ≤ r ≤ 1.0.

In the Sun, we know that the base of the convection zone occurs at around r = 0.7 – this

will need to be taken into account when formulating input profiles for Ω(r, θ), α(r, θ)

and η(r). This computational domain will be used for all the solar dynamo calculations

that are described in this thesis.

The functional form for the analytic fit to the solar rotation profile is virtually the

same as that used by Markiel (1999) – almost identical profiles have also been used

in several other solar dynamo studies (see, for example, Charbonneau and MacGregor,

1997; Dikpati and Charbonneau, 1999; Ossendrijver, 2000). The characteristic angular

velocity, used for the non-dimensionalisation, is taken to be the surface angular velocity

at the equator. So, the non-dimensional profile for Ω(r, θ) is given by

Ω(r, θ) = Ωc +
1

2

[

1 + Φ

(

r − 0.7

0.025

)]

(

P −Q cos2 θ − R cos4 θ
)

, (5.1)

where Φ represents the standard error function, P = 0.0571, Q = 0.123, R = 0.155

and Ωc = 0.943. These parameters are chosen in such a way as to accurately reflect the

surface differential rotation on the Sun, with the polar regions rotating slower than the

equatorial regions. The core is assumed to rotating rigidly at some intermediate rate, ie.

faster than the poles, but slower than the equator. This functional form for Ω(r, θ) leads

to a “tachocline”-like region at the base of the convection zone. This region is the site

of a layer of strong radial shear, which is negative at high latitudes and positive at low

latitudes. Contours of constant angular velocity are shown in Figure 5.1. A comparison

of this analytic function with the profile shown in Figure 1.4 indicates good agreement
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Figure 5.1: An analytic fit to the solar rotation profile. This plot shows evenly spaced

contours of constant angular velocity, where darker shades of grey correspond to slower

rotation rates. Only the northern hemisphere is shown here – this profile is symmetric

about the equator.

with the helioseismological inversion.

Whilst the differential rotation profile is fairly well determined, we know far less

about the spatial dependence of the magnetic diffusivity. For 0.7 ≤ r ≤ 1.0, the effects

of turbulence within the convection zone should lead to an enhancement of the magnetic

diffusivity in that region. We would expect lower values of the magnetic diffusivity below

the turbulent region, with some transition region at the base of the convection zone.

Markiel (1999) investigated two cases: one where the transition region was very thin

(20% of the width of the tachocline), and one which had a thicker transition region (of

a similar width to the tachocline). Markiel found that the thin transition region seemed

to favour steady modes for negative values of the dynamo number (or, alternatively,

118



negative values of the α-effect in the northern hemisphere), whilst oscillatory interface

modes were found, for a certain range of the parameters, for the thicker transition

region. Markiel and Thomas (1999) demonstrated, using numerical techniques, that it

is the latitudinal shear that is responsible for the generation of these steady modes and

the radial shear that is responsible for the interface modes.

Markiel and Thomas also explain this behaviour using a simple physical argument

based upon loops of poloidal magnetic field diffusing radially inwards through the base

of the convection zone. A sharp decrease in the magnetic diffusivity implies that the

base of the loop very rapidly enters a region of low magnetic diffusivity. The base of

this loop will, therefore, not readily penetrate far below the interface. This leads to the

build-up of poloidal magnetic field, with a strong latitudinal component, just below the

base of the convection zone. The action of the radial shear, on the radial components of

the loop, will lead to the production of toroidal field of opposite signs at opposite ends

of the loop. As this toroidal field diffuses back into the convection zone, the α-effect then

produces poloidal magnetic field of opposite senses at each end of the loop. This leads to

flux cancelling with the original poloidal field, at one end of the loop, and poloidal field

reinforcement at the other. This causes migration of the magnetic field, and explains how

oscillatory activity arises in an interface dynamo. By contrast, the latitudinal shear, act-

ing upon the strong latitudinal component of the poloidal field, produces toroidal field

of only one sign (since only the lower portion of the loop penetrates below the base of

the convection zone). When this diffuses back into the convection zone, the α-effect will

produce poloidal field of only one sense and this will either cancel with the existing field

(leading to overall decay) or reinforce it (leading to a steady mode). This solar rotation

profile, coupled with a negative value of the α-effect in the northern hemisphere, pro-

vides the correct conditions for reinforcement, which leads to a steady mode (Markiel

and Thomas, 1999). These steady modes are unlikely to be suppressed by the correction

of the (probably) erroneous factor of 2 in Markiel’s model (see Section 4.3.2): correcting

119



this would only enhance the effects of the latitudinal shear. Because a thicker transition

region represents a more gradual transition, the latitudinal component of the poloidal

field will be less intense around the base of the convection zone. This will reduce the

influence of the latitudinal shear, thus reducing the possibility of a steady mode swamp-

ing the oscillatory interface modes. It is mainly for this reason that a thicker transition

region for the magnetic diffusivity is adopted in the simulations that are described below.

The magnetic diffusivity profile is given by

η(r) =

(

1 − ηc

2

)[

1 + Φ

(

r − 0.7

0.025

)]

+ ηc, (5.2)

where ηc is the ratio of the magnetic diffusivity at the inner radius of the domain to

the magnetic diffusivity within the convection zone. A similar functional form for η(r)

has been used in numerous existing dynamo models (see, for example, Dikpati and

Charbonneau, 1999; Ossendrijver, 2000; Küker et al., 2002). It actually differs slightly

from that of Markiel – in his profile there is a small discontinuity in the radial derivative

of η(r), although the effects of such a discontinuity are negligible in the finite differencing

approximation. Typically in these calculations, ηc = 0.01. The smaller the value of ηc,

the harder it will be for magnetic flux to diffuse radially inwards below the base of

the convection zone. This will enhance the latitudinal component of the poloidal field,

below the interface, which (as discussed above) may lead to steady modes. It is therefore

important to vary the value of ηc in these simulations in order to determine the sensitivity

of the dynamo model to the precise value used. The magnetic diffusivity profile is shown

in Figure 5.2.

The functional form for α(r, θ) is even less certain, and part of the aim of this chapter

is to assess the influence that different forms for α(r, θ) have upon the dynamo. Standard

mean-field dynamo theory would suggest that an α-effect that is driven by turbulent

convection should be distributed throughout the convection zone. A suitable profile for

this form of the α-effect is
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Figure 5.2: The dependence of the magnetic diffusivity upon radius.

α(r, θ) =
1

2

[

1 + Φ

(

r − 0.7

0.025

)]

cos θ. (5.3)

The cos θ dependence reflects that fact that the twisting motion that occurs as a conse-

quence of the Coriolis force should be antisymmetric about the equator, and it is also

expected to be strongest at the poles. This α-profile is shown in Figure 5.3. As discussed

in Section 2.4.3, there is evidence to suggest that an α-effect that is driven by turbulent

convection may change sign within the convection zone. This may have an important

effect upon the operation of the dynamo, however only the simple case that is shown in

Figure 5.3 is considered here.

Other possible mechanisms for an α-effect were discussed in Section 2.4.3. One possi-

bility is an α-effect that is concentrated at the solar surface. Mason et al. (2002) showed

that, in the absence of a meridional flow, an α-effect that is operating at the surface is
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Figure 5.3: Contours of constant α(r, θ) for an α-effect that is operating throughout

the convection zone. Only the northern hemisphere is shown here – α is antisymmetric

about the equator.

rendered insignificant if another form of the α-effect is operating within deeper regions

of the convection zone, even if the deeper-lying α-effect is much smaller than that oper-

ating at the surface. The possibility of a surface α-effect is therefore ignored here. The

only other (obvious) possible location for an α-effect is the region around the tachocline.

Section 2.4.3 discussed how a mechanism such as magnetic buoyancy could lead to an

α-effect concentrated around this region. An appropriate functional form for an α-effect

of this type is

α(r, θ) = f(θ) exp

[

−
(

r − rα

0.025

)2
]

, (5.4)

where rα ∈ [0.7, 0.75] is a parameter that can be varied in order to adjust the overlap
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between the α layer and the shear layer. The width of this α layer is taken to be the

same as that of the tachocline. Three different functional forms have been adopted for

f(θ), all of which preserve the antisymmetry of α(r, θ) about the equator:

f(θ) = cos θ , cos θ sin2 θ or cos θ sin4 θ. (5.5)

Similar functional dependencies upon θ have been used by, for example, Rüdiger and

Brandenburg (1995), Moss and Brooke (2000) and Covas et al. (2001b). Markiel (1999)

adopted a similar radial distribution for α(r, θ), to that given in equation (5.4), although

he restricted attention purely to situations where the α-effect was either strongest at

the poles, with f(θ) = cos θ, or was very heavily restricted to low latitudes. His low-

latitude α-effect was confined to low latitudes by a gaussian function of latitude, which

represented a more severe high-latitude “cut off” than any of profiles that are given in

equation (5.5). The latitudinal dependence of an α-effect that is driven by (for example)

magnetic buoyancy is very difficult to establish. As discussed in Section 2.4.3, it is

possible that the strong shear in the tachocline (particularly at high latitudes) may

suppress the non-axisymmetric buoyancy instability. This implies that this form of the

α-effect may well be reduced at high latitudes rather than being strongest at the poles.

An example of an α-effect of this form is shown in Figure 5.4.

In this survey, the dynamo model that is used is the basic αω model that was

described in Section 4.1. There is therefore no meridional flow, and the sole nonlinearity

is taken to be due to α-quenching. How an α-effect will react to a strong field will

depend upon the physical mechanism that is responsible for driving it. A strong field

will suppress an α-effect that is driven by convective turbulence, whilst a buoyantly-

driven α-effect actually requires a strong field in order to operate (although if the field

is too strong, the flux will presumably buoyantly rise out of the dynamo region before

it can twist and contribute towards an α-effect). For simplicity, it is assumed here that

regardless of the physical mechanisms that are involved, there exists some magnetic field
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Figure 5.4: Contours of constant α(r, θ) for an α-effect that is restricted to the base of

the convection zone, f(θ) = cos θ sin2 θ. Only the northern hemisphere is shown here –

α is antisymmetric about the equator.

strength which will lead to the suppression of the α-effect. As discussed in Section 2.3.3,

there is still a certain amount of controversy surrounding the issue of whether or not a

turbulent α-effect is suppressed by a substantially sub-equipartition-strength magnetic

field. This problem has been addressed by Charbonneau and MacGregor (1996), who

showed that a strongly quenched α-effect is capable of producing equipartition-strength

magnetic fields in an idealised-interface model. The simple parameterisation that has

been used should be regarded as a convenient means of limiting the growth of the dynamo

in the nonlinear regime. For ease of reference, the equations (which were described in

the previous chapter) are reproduced here:
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− η(r)A

r2 sin2 θ

∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
−D

sin θ

r
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+
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∂
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∂(Br)

∂r

]
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+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.

The boundary conditions for this model are described in Chapter 4: A = B = 0 at

r = 0.6, θ = 0 and θ = π; at r = 1.0, B = 0 and A matches smoothly onto a potential

field.

At this stage, it is worth considering how this dynamo model fits in with those

studied previously. With the exception of Markiel (1999), previous investigations using

a dynamo model of this form either impose dipolar symmetry upon the model (see, for

example, Prautzsch, 1993; Rüdiger and Brandenburg, 1995; Ossendrijver, 2000) or treat

the base of the convection zone as an idealised interface between regions of high and low

magnetic diffusivity (Charbonneau and MacGregor, 1996, 1997; Markiel and Thomas,

1999). In the simulations that are described below, no restriction is placed upon the

parity of the dynamo and there are no discontinuities in the magnetic diffusivity profile.

As the only existing model of a similar type, many of the details of this model are

closely related to that of Markiel (1999). In terms of the equations, the only significant

difference is in the α-quenching parameterisation: most of Markiel’s calculations used a

more severe exp(−B2) dependence on B, rather than 1/(1 + B2). The similarities and

differences between the two models for the input profiles for Ω(r, θ), η(r) and α(r, θ)

have been discussed above. In terms of the α-profile, it is only in Section 5.2.2 that

there is significant qualitative overlap between this survey and that of Markiel (1999),

although there are other important quantitative differences between the two models.
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This slight overlap was intentional given that the calculations that were carried out by

Markiel are affected by a possible error in the analytic fit to the radial shear profile,

as discussed in Section 4.3.2. Since this erroneous factor of 2 affects the radial shear

but not the latitudinal shear terms, it cannot be scaled out of the equations, so it may

alter both the quantitative and the qualitative behaviour of the dynamo. It therefore

seems worthwhile to revisit an α-effect of this form in order to investigate the influence

that this problem may have had upon the behaviour of the dynamo. All other forms

for the α-effect are different, in either their latitudinal or radial distribution, to those

considered by Markiel.

In the next section, this model is used to carry out a detailed survey of the solar dy-

namo. Various aspects of the model are varied in order to identify all the key patterns of

behaviour. Bearing in mind the results of the resolution checks (given in Table 4.2), pre-

liminary simulations were carried out using a resolution of 101 (uniformly distributed)

radial and 97 latitudinal grid-points (101x97) in order to survey a wide range of pa-

rameter space. Higher resolution (101x193) simulations were then carried out for the

regions of interest. The code is designed so as to periodically produce snapshots of the

spatial distribution of the magnetic field, as well as plots showing the time evolution of

the toroidal field at constant radius or latitude. The level of magnetic activity in the

system can be monitored by evaluating

E =

∫

(

B2 +
1

r2

[

∂(Ar)

∂r

]2

+
1

r2 sin2 θ

[

∂(A sin θ)

∂θ

]2
)

dV, (5.8)

where the integral is taken over the whole computational domain. Finally, some measure

of the asymmetry in the model can be obtained by monitoring the parity, P , which is

defined by

P =
Eq −Ed

Eq + Ed
, (5.9)

where Ed and Eq are the magnetic energies associated with (respectively) the dipolar
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Figure 5.5: Contours of constant toroidal field, plotted against latitude and time, at

the base of the convection zone (r = 0.7), for the distributed α-effect. Contours are

equally spaced, solid lines correspond to positive values of B, dashed lines correspond

to negative values. D = 4.0 × 105.

and quadrupolar components of the magnetic field. With this definition, a purely dipolar

field has P = −1 and a purely quadrupolar field has P = 1. Although the time-evolution

of E and P is not discussed in any detail in this chapter, the analysis of these quantities

provides the simplest means of determining whether or not the solution has properly

converged.

127



5.2 A survey of the solar dynamo

5.2.1 A distributed α-effect

The initial set of simulations were carried out using an α-effect that is distributed

throughout the convection zone, ie. α(r, θ) is given by equation (5.3). The ratio of

magnetic diffusivities, ηc, is set equal to 0.01. For positive values of the dynamo number,

oscillatory behaviour is found for D ∼> 1.0 × 105. For a survey of this form, it is not

necessary to accurately determine the values of the critical dynamo numbers, however

it is important (for comparative purposes) to know approximately what these values

are. Figure 5.5 shows contours of constant toroidal field for D = 4.0 × 105, plotted

against latitude and time, at the base of the convection zone (r = 0.7). The bulk of

the magnetic activity is at high latitudes, and the symmetry of this solution is dipolar.

Driven by the radial shear at the base of the convection zone, the toroidal field at the

base of the convection zone propagates equatorwards at high latitudes and polewards

at low latitudes.

Figure 5.6 shows the distribution of toroidal magnetic field as a function of radius

and time. This plot clearly shows that the toroidal field does not penetrate far into

the region of low magnetic diffusivity, below the base of the convection zone. It also

demonstrates that the bulk of the convection zone is occupied by toroidal field, and

that it appears to be propagating radially outwards. Radial propagation of this form is

driven by the strong latitudinal shear within the convection zone – the radial propagation

follows lines of constant angular velocity. This process is analogous to the latitudinal

propagation driven by the radial shear in an oscillatory interface mode. For all negative

values of D, steady modes are found. As described in the previous section, such modes

are driven by the latitudinal shear. The symmetry of these modes is dependent upon

the precise choice of D, however dipolar symmetry seems to be (on the whole) preferred.

The solution shown in Figure 5.7 is the negative D analogue to Figure 5.5.
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Figure 5.6: Contours of constant toroidal field, plotted against radius and time, at 60◦

latitude, for the distributed α-effect. Contours are equally spaced, solid lines correspond

to positive values of B, dashed lines correspond to negative values. D = 4.0 × 105.

In order to verify that these results are robust to small changes in the model pa-

rameters, several other simulations were carried out. Firstly, ηc was varied away from

0.01 (values of 0.1 and 1.0 × 10−4 were used), and it was found that the solutions are

qualitatively insensitive to these variations. Also, the centre of the α-effect transition

region was moved from r = 0.7 (which was the value given in equation 5.3) to r = 0.75.

Although this resulted in slightly larger critical dynamo numbers, the qualitative forms

of the solutions were unaltered. Although few details were supplied, Prautzsch (1993)

seemed to find similar patterns of behaviour in his model. These results strongly suggest

that a model with a distributed α-effect is incapable of producing solutions that match

up to the observed properties of the solar magnetic cycle. For negative values of the

dynamo number, no oscillatory solutions are found. For positive values, oscillatory solu-
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Figure 5.7: A dipolar steady mode. This shows the variation of toroidal field with

latitude, at the base of the convection zone (r = 0.7), for a distributed α-effect.

D = −4.0 × 105.

tions are found, however they are dominated by high-latitude features, and the direction

of propagation of any low-latitude features is polewards rather than equatorwards. This

is totally inconsistent with the magnetic activity that is observed on the Sun.

5.2.2 An α-effect confined to the base of the convection zone

The results described above would appear to rule out the possibility of a distributed

α-effect. It is therefore important to establish whether or not an α-effect that is confined

to the base of the convection zone is capable of producing solutions that more closely

resemble the solar magnetic cycle. In the simulations that are described below, the α-

effect is represented by the expression given by equation (5.4). By varying the parameter

130



rα, and the function f(θ), it is possible to carry out a wide-ranging survey of dynamo

models of this type.

Initially, attention is restricted to the case where f(θ) = cos θ. Markiel (1999) inves-

tigated a similar functional form for α, so this should be a useful comparison. Given the

probable error in the form of Markiel’s analytic radial shear profile, and the fact that

there are several differences in the details of the model, we would expect there to be

quantitative differences in the results, however there ought to be some qualitative simi-

larities in the solutions that are obtained. The parameter rα is first set equal to 0.725 –

this represents a 50% overlap between the α layer and the tachocline region. The value

of the magnetic diffusivity ratio, ηc, is initially taken to be 0.01. All of Markiel’s calcu-

lations used an very small value for ηc (1.0×10−4) so, for the purposes of comparison, it

will be necessary to investigate the sensitivity of the solutions to variations in this ratio

of diffusivities. Markiel’s definition of the dynamo number differs from that used here,

although (effectively) similar ranges of values are investigated in the two surveys.

For negative values ofD, for this initial set of parameters, the critical dynamo number

is approximately −4.0×105. This critical value is significantly larger than that found for

the case where the α-effect is distributed throughout the convection zone. Given that

α(r, θ) is now restricted to a smaller portion of the computational region, this result is

not surprising. For moderately supercritical (negative) values of the dynamo number,

the solution is found to be oscillatory. Figure 5.8 shows contours of toroidal field at the

base of the convection zone for D = −7.5×105. The main feature of this solution is that

the oscillating magnetic fields are confined to high latitudes rather than low latitudes.

This is to be expected given that the radial shear and the α-effect are both strongest at

high latitudes. During each cycle, the toroidal field propagates polewards along contours

of constant angular velocity at the base of the convection zone. Figure 5.9 shows the

spatial distribution of the toroidal field at the end of this simulation: it is clear that the

bulk of the magnetic activity is confined to the region around the base of the convection
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Figure 5.8: Contours of constant toroidal field, plotted against latitude and time, at the

base of the convection zone (r = 0.7). Contours are equally spaced, solid lines correspond

to positive values of B, dashed lines correspond to negative values. f(θ) = cos θ, ηc =

0.01, rα = 0.725 and D = −7.5×105. Magnetic oscillations are confined to high latitudes

and migrate polewards.

zone. The poloidal field lines are similarly distributed. Another aspect of this solution

that should be mentioned is that the characteristic latitudinal length-scale of the field

variation is rather short when compared to the solar observations – this is most clearly

seen in Figure 5.9. This may be a consequence of the idealised nature of some aspects

of the model and so may not be of major importance, however it is important to bear

this issue in mind when analysing these results.

Larger (more negative) values of D lead to a qualitative change in the behaviour

of the dynamo. As the solution is evolved in time, initial oscillations (driven by the

radial shear) are soon swamped by a steady mode. As described above, this steady
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Figure 5.9: The spatial distribution of the toroidal field within the computational do-

main at an instant in time. The contours of constant B are equally spaced, solid lines

correspond to positive values of the toroidal field, dashed lines correspond to negative

values. f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D = −7.5 × 105. Magnetic activity is

confined to the area around the base of the convection zone.

mode is driven by the latitudinal shear. The threshold value of D, at which this change

of behaviour occurs is approximately D = −1.0 × 106. A solution of this form (for
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Figure 5.10: A quadrupolar steady mode. This plot shows the variation of toroidal field

with latitude, at the base of the convection zone (r = 0.7). f(θ) = cos θ, ηc = 0.01,

rα = 0.725 and D = −1.5 × 106.

D = −1.5 × 106) is shown in Figure 5.10. Further increases in the magnitude of D do

not lead to any more qualitative changes. These results are qualitatively similar to those

of Markiel (1999), who also found oscillatory modes for moderately supercritical dynamo

numbers and steady modes for more supercritical values, albeit in a different region of

parameter space. This model fails to reproduce any of the major features of the solar

dynamo: the dynamo is steady for a wide range of values of the dynamo number, and

any oscillations that do occur are confined to high latitudes.

For this particular model, with f(θ) = cos θ and rα = 0.725, negative values of the

dynamo number have failed to produce solar-like behaviour. The difficulty with positive

values of D is that, if low-latitude oscillatory features do occur, the direction of the

propagation of magnetic activity there should be polewards rather than equatorwards
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Figure 5.11: As Figure 5.8, but here f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D =

1.5 × 106. Note that the direction of propagation is now equatorwards rather than

polewards.

(Parker, 1955b). This is clearly not desirable in a solar dynamo model, but this should

be verified before positive values of the dynamo number can be ignored. The critical

dynamo number for positive values of D is approximately D = 4.0 × 105. As we would

expect, moderately supercritical values of the dynamo number (again) produce oscilla-

tory magnetic fields at high latitudes, which are confined to the region around the base

of the convection zone. The only way in which this solution differs from the solution

shown in Figures 5.8 and 5.9 is that the waves now propagate equatorwards as the cycle

progresses rather than polewards. This is a direct consequence of the reversal of the sign

of the dynamo number. However, as D is increased, these oscillatory modes persist and

are not suppressed by the appearance of a steady mode. Figures 5.11 and 5.12 show

contours of toroidal field at the base of the convection zone for D = 1.5 × 106 and
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Figure 5.12: As Figure 5.8, but now f(θ) = cos θ, ηc = 0.01, rα = 0.725 andD = 3.5×106.

The polewards propagation of activity at low latitudes is not solar-like.

D = 3.5 × 106 respectively. For D = 1.5 × 106, the dynamo action is still confined to

high latitudes at the base of the convection zone. As D is increased (beyond approxi-

mately D = 2.5×106), the strong high-latitude features are joined by weak low-latitude

(polewards propagating) features. Figure 5.12 shows that, for D = 3.5 × 106, the high-

latitude branch of the dynamo appears to fragment – there are now two clear frequencies

of oscillation in the high-latitude branch of the dynamo. As for the results for negative

values of D, these results are similar to those of Markiel. Although this behaviour is very

interesting, it does not reflect what is observed on the Sun. In particular, the incorrect

(polewards) propagation of magnetic fields at low latitudes suggests that positive values

of the dynamo number are not going to produce solar-like behaviour. Attention therefore

needs to be focused upon varying the other details of the model, so that negative values

of D can produce stronger oscillations at low latitudes.
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One of the most obvious parameters to try varying is the ratio of magnetic diffu-

sivities, ηc. As mentioned above, all of the similar calculations carried out by Markiel

used ηc = 1.0×10−4, which represents a very large difference (four orders of magnitude)

between the values of the magnetic diffusivity in the overshoot region and the convection

zone. Putting ηc = 1.0 × 10−4 in my model initially leads to oscillations, but these are

always eventually swamped by a steady mode (for all negative dynamo numbers). Given

the relatively sharp gradient in the magnetic diffusivity, the mechanism for the produc-

tion of this steady mode is presumably similar to that of Markiel’s “thin” transition

region (described in Section 5.1), with the latitudinal shear again playing a key role.

The fact that Markiel managed to find oscillatory solutions for this very small value

of ηc is probably a consequence of the error in the imposed shear, which increases the

relative influence of the radial shear compared to the latitudinal shear. This suggests

that attention should be focused upon larger values of ηc than those investigated by

Markiel. For ηc = 0.1, oscillatory solutions are again found. Taking D = −7.5×105 pro-

duces a solution which is virtually identical to that shown in Figure 5.8. A quantitative

comparison of the two solutions also suggests very close agreement. With ηc = 0.01, the

peak toroidal field at r = 0.7 is 2.2054 dimensionless units, and the period of oscillation

is 0.00786 dimensionless units – increasing ηc by a factor of 10 leads to a 7% decrease

in the peak field and a 5% decrease in the period. Overall, there is clearly a fairly close

agreement between the solutions for D = −7.5 × 105. This agreement is totally lost

for larger values of the dynamo number: rather than reverting to a steady mode, the

solution remains oscillatory. Figure 5.13 shows contours of toroidal field at the base of

the convection zone for D = −3.5 × 106. The key new feature seen here is a weak low-

latitude oscillatory band which migrates equatorwards as the cycle progresses. Although

the toroidal field at low latitudes is much weaker than that at high latitudes, this is the

first solution to be found that has low-latitude oscillations with the correct direction of

propagation, and that is of dipolar symmetry. The message from these particular sim-
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Figure 5.13: As Figure 5.8, but here f(θ) = cos θ, ηc = 0.1, rα = 0.725 and D =

−3.5×106. This is an oscillatory dipolar mode with the correct direction of propagation

at low latitudes.

ulations seems to be that lower values of ηc favour steady modes, whilst higher values

favour oscillatory ones. Before any conclusions are reached concerning the “best” value

of ηc, it is worth investigating variations of the other main parameter in the problem.

Varying the value of the parameter rα should have a significant effect upon the

behaviour of the dynamo. Smaller values of rα give a larger overlap between the radial

shear layer and the α layer. In quantitative terms, increasing this overlap should lead

to smaller critical dynamo numbers – if the α layer and the radial shear layer are nearly

coincident, then the diffusive coupling of the two layers becomes less important from

the point of view of the operation of the dynamo. It should also be pointed out that the

tachocline region will be the location of the strongest toroidal field, and therefore it will

also be the region where α-quenching is strongest. For a “conventional” α-effect that is

138



Latitudinal Distribution of Toroidal Field

-50 0 50
Latitude (degrees)

-15

-10

-5

0

T
or

oi
da

l F
ie

ld
 (

di
m

en
si

on
le

ss
 u

ni
ts

)

Figure 5.14: A quadrupolar steady mode. As Figure 5.10, but now f(θ) = cos θ, ηc =

0.01, rα = 0.75 and D = −1.5 × 106.

driven by convective turbulence, it is difficult to see how this situation, where there is

a large overlap between the shear layer and the α layer, could lead to the generation

of super-equipartition magnetic fields. However, for an α-effect that is driven by (for

example) magnetic buoyancy, this is not a problem since equipartition fields actually

enhance the instability (although it is assumed that this effect is quenched at some larger

magnetic field strength). Increasing the parameter rα reduces the overlap between the

shear layer and the α-layer – the diffusive transport of magnetic fields now becomes a

more important factor in the operation of the dynamo. We would also expect a smaller

overlap to lead to a larger critical dynamo number.

Increasing rα to 0.75 leads to a slight increase (about 10%) in the magnitude of

the critical dynamo number. It is found that, for all negative values of the dynamo

number, early oscillations are quickly suppressed by a steady mode. Figure 5.14 shows
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Figure 5.15: As Figure 5.8, but here f(θ) = cos θ, ηc = 0.01, rα = 0.7 andD = −7.5×105.

the toroidal field at the base of the convection zone for D = −1.5 × 106. This steady

mode is typical of the kind of solutions that are found for this larger value of rα. Again,

it is the latitudinal shear that is responsible for the generation of these steady modes.

Since there is now no overlap between the shear layer and the α layer, poloidal magnetic

field that is produced within the convection zone must diffuse into the low-diffusivity

region below, before the radial shear can act upon it. This decrease in the magnetic

diffusivity leads to poloidal field, with a strong latitudinal component, accumulating

just below the convection zone. As discussed previously, this (when coupled with the

latitudinal shear) will tend to lead towards a steady mode.

Setting rα = 0.7 corresponds to 100% overlap between the tachocline and the α-effect.

This should promote the effects of the radial shear, thus leading to oscillatory modes –

this is exactly what is found. The critical dynamo number for this set of parameters is

much smaller than that found previously (approximately −1.0 × 105). For moderately
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Figure 5.16: As Figure 5.8, but here f(θ) = cos θ, ηc = 0.01, rα = 0.7 andD = −1.5×106.

Note the parity fluctuations in this oscillatory solution.

supercritical values of the dynamo number, the magnetic activity is again confined to

high latitudes. Weak low-latitude oscillations are found for D ∼< −5.0 × 105 – these

magnetic fields at low latitudes propagate equatorwards during each cycle. Figure 5.15

shows contours of toroidal field, at the base of the convection zone, for D = −7.5× 105.

The key features to note here are that the low-latitude oscillations are (again) much

weaker than those at high latitudes, and the dominant parity is quadrupolar. As the

magnitude of D is increased, the dynamo remains oscillatory. Figure 5.16 shows the

equivalent plot for D = −1.5 × 106. The only qualitative change exhibited by this

solution is that the parity is now time dependent.

At this stage, it is useful to summarise the main findings, so far, for an α-effect that is

confined to the base of the convection zone. For f(θ) = cos θ, both steady and oscillatory

solutions have been found. The general trends seem to be fairly clear: oscillatory modes
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favour larger values of ηc and smaller values of rα, steady modes favour smaller values of

ηc and larger values of rα. Unfortunately, the oscillatory solutions that have been found

are not particularly solar-like. Although low-latitude oscillations have been found, which

propagate equatorwards (for negative values of D), the parity is not always dipolar and,

more importantly, the magnetic fields at high latitudes are always much stronger. These

properties are both unsatisfactory from the point of view of matching up to observations

of the large-scale solar magnetic field. One way of promoting low-latitude features over

high-latitude ones would be to “truncate” the α-effect at the poles – ie. take f(θ) to be

cos θ sin2 θ or cos θ sin4 θ. Some physical justification for adopting profiles of these forms

was given in Section 5.1, and it seems that this is the only obvious way of suppressing

the activity at high latitudes.

5.2.3 A “truncated” α-effect

Having carried out a survey of the relevant portions of parameter space for f(θ) = cos θ,

it has become clear that α-profiles that are more restricted at the poles are more likely

to produce solar-like solutions. In the simulations that follow, ηc is fixed at 0.01, but rα

is varied. This value of ηc seems physically reasonable and it has been shown that it is

possible to produce oscillatory solutions, with ηc = 0.01, for certain values of rα. This

restricts the parameter space down to a more manageable level and allows more scope

to experiment with different values of rα.

Initially we take f(θ) = cos θ sin2 θ and rα = 0.7. For D ∼< −5.0 × 105, oscillatory

solutions are again found – the critical dynamo number here is approximately five times

larger than that found for the equivalent case with f(θ) = cos θ. We expect a larger

value for the critical dynamo number for this “truncated” α-effect since α(r, θ) is re-

stricted to a smaller portion of the domain. For slightly supercritical values of D, the

dynamo oscillations are restricted to high latitudes and the solution is similar in form

to that shown in Figure 5.8. However, only a modest increase in the magnitude of D is
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Figure 5.17: As Figure 5.8, but now f(θ) = cos θ sin2 θ, ηc = 0.01, rα = 0.7 and

D = −1.0 × 106. The toroidal field in the low-latitude branch is now of a compara-

ble magnitude to the high-latitude field.

required before low-latitude oscillations are excited. Figures 5.17 and 5.18 show contours

of toroidal field at the base of the convection zone forD = −1.0×106 andD = −2.0×106

respectively. The main feature of these two solutions is that, particularly in the solution

corresponding to the larger value of the dynamo number, the magnetic fields at high and

low latitudes are of comparable magnitudes. Although the high-latitude fields are still

(comparatively) too large, this solution is a step in the right direction towards solar-like

behaviour.

Increasing rα to 0.725 results in a marked increase (by about a factor of 3) in the

magnitude of the critical dynamo number. However, for all values of D that were investi-

gated, early oscillations (which are confined to high latitudes) are eventually suppressed

by a steady mode. Figure 5.19 shows a steady mode for D = −2.0 × 106. As before,
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Figure 5.18: As Figure 5.8, but now f(θ) = cos θ sin2 θ, ηc = 0.01, rα = 0.7 and D =

−2.0 × 106.

setting rα = 0.75 also results in steady modes for all negative values of the dynamo

number.

Finally, a set of simulations were carried out for f(θ) = cos θ sin4 θ: this gives an α-

effect that is more concentrated around low latitudes. As before, sets of simulations were

carried out for rα = 0.7, 0.725 and 0.75 – in addition, in order to perform a more thorough

survey of the dependence of the dynamo upon rα, simulations were also carried out for

rα = 0.71 and rα = 0.72. In general terms, for any given value of rα, we would expect

larger critical dynamo numbers in these simulations than in those described previously.

This is (again) a consequence of the fact that α(r, θ) is non-zero over a smaller portion

of the computational domain.

The results from these simulations fall into two broad categories. For rα = 0.72, 0.725

and 0.75, the overlap between the tachocline and the α layer is relatively small. As found
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Figure 5.19: A quadrupolar steady mode. As Figure 5.10, but here f(θ) = cos θ sin2 θ,

ηc = 0.01, rα = 0.725 and D = −2.0 × 106.

in previous simulations, these larger values for rα again lead to steady modes, which are

similar in form to that shown in Figure 5.19. Increasing the overlap between the shear

layer and the α layer leads to a qualitative change in the behaviour of the dynamo.

For rα = 0.7 and 0.71, oscillatory solutions were found. Although there are quantitative

differences, such as a smaller critical dynamo number (D = −7.5×105) for the rα = 0.7

case, these two cases are qualitatively very similar. The fact that there is a range of

values, for rα, over which the qualitative behaviour is similar, is important from the

point of view of the robustness of the results that are obtained. Since the results for

rα = 0.7 and 0.71 are so similar, rather than discussing both cases, I will concentrate

upon describing one of them in detail. Out of the two cases, rα = 0.71 is possibly the

most physically realistic: the magnetic buoyancy instability (and therefore any α-effect

that it drives) requires a negative radial gradient in B – this condition is more likely to
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Figure 5.20: As Figure 5.8, but here f(θ) = cos θ sin4 θ, ηc = 0.01, rα = 0.71 and

D = −2.0 × 106. This oscillatory solution is confined to low latitudes, is of dipolar

symmetry, and has the correct direction of propagation.

be satisfied in the outer regions of the tachocline.

For rα = 0.71, dynamo oscillations are found for D ∼< −1.5× 106. Figure 5.20 shows

contours of toroidal magnetic field at the base of the convection zone for D = −2.0×106.

For all moderately supercritical dynamo numbers, the solution is qualitatively identical

to that shown here. It can clearly be seen that the oscillatory magnetic field is not only

confined to low latitudes, but is also dipolar with the correct direction of propagation.

This is the first solution to be found that possesses all these “solar-like” features. The

strongest toroidal magnetic fields, in this solution, occur just below the base of the

convection zone, with the bulk of the magnetic activity also confined to this region.

Further increases in the magnitude of the dynamo number lead to the appearance of

weaker high-latitude oscillatory features. Figures 5.21 and 5.22 show contours of toroidal
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Figure 5.21: As Figure 5.8, but now f(θ) = cos θ sin4 θ, ηc = 0.01, rα = 0.71 and

D = −2.5 × 106. Note that this is now of predominantly quadrupolar parity and there

is now a weak high-latitude branch.

field at the base of the convection zone for D = −2.5× 106 and D = −3.0× 106 respec-

tively. Both these solutions have weak high-latitude features, which migrate polewards,

and strong low-latitude features, which migrate equatorwards. The other notable feature

about both of these solutions is that the overall symmetry is now quadrupolar rather

than dipolar.

5.3 Summary

The aim of the survey, described in this chapter, was to assess the impact that different

functional forms for α(r, θ) and (to a lesser extent) η(r) have upon the behaviour of

this solar dynamo model. Since the internal differential rotation profile of the Sun is
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Figure 5.22: As Figure 5.8, but here f(θ) = cos θ sin4 θ, ηc = 0.01, rα = 0.71 and

D = −3.0 × 106.

relatively well known, this was taken to be the same throughout all these simulations,

whilst the other parameters were varied. It was established that a distributed α-effect,

that operates throughout the convection zone, does not seem to be capable of producing

solar-like oscillatory behaviour. For an α-effect that was confined to the base of the

convection zone, both steady and oscillatory solutions were found. Oscillatory modes

only seem to be preferred for α-profiles that overlap significantly with the tachocline.

Variations in the core-envelope magnetic diffusivity ratio also had a qualitative influence

on the form of the solution: steady modes arose for smaller values of the parameter ηc

(such as that used by Markiel), whilst oscillatory modes occurred for larger values. An

α-effect that is strongest at the poles leads to high-latitude oscillatory dynamo action –

a “truncated” α-effect is needed in order to produce dynamo action that is concentrated

at low latitudes. The most “solar-like” of the solutions was, for moderately supercritical
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Type of α-effect Qualitative behaviour of the dynamo

Distributed α-effect D > 0: Oscillations distributed throughout the convection

zone, with most of the activity at mid and high latitudes.

D < 0: (Mostly dipolar) Steady modes.

α-effect confined All for D < 0:

to the base of the f(θ) = cos θ: High-latitude oscillations or steady modes.

convection zone Steady modes preferred for larger values of rα (rα ∼> 0.725).

Oscillatory solutions preferred for low rα (rα ∼< 0.725).

Low ηc favours steady modes, larger ηc favours oscillations.

f(θ) = cos θ sin2 θ: Oscillations or steady modes (ηc = 0.01).

Steady modes for rα ∼> 0.72, oscillations otherwise.

Polar oscillations comparable to low-latitude oscillations.

f(θ) = cos θ sin4 θ: Oscillations or steady modes (ηc = 0.01).

Steady modes for rα ∼> 0.72, oscillations otherwise.

Low-latitude oscillations stronger than high-latitude branch.

Table 5.1: Table summarising the main results of the chapter.

dynamo numbers, of dipolar symmetry and confined to low latitudes. Larger values of the

dynamo number produced weak high-latitude features and tended to favour quadrupolar

symmetry. For ease of reference, the main results concerning the dependence of the

dynamo upon the α-effect are summarised in Table 5.1.

Whilst active regions on the Sun are confined to low latitudes, it is still quite possi-

ble that there is a weak high-latitude branch of the dynamo. Besides the evidence from

the simulations described above, the high-latitude branch of the torsional oscillations,
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shown in Figure 1.5, suggests that there may be some magnetic activity at high lati-

tudes. Simulations of magnetic flux tubes, rising through the convection zone (see, for

example, Caligari et al., 1998), suggest that any toroidal field at the base of the convec-

tion zone, that is responsible for the production of active regions, must be of the order

of 105G. This is roughly 10 times the equipartition value at the base of the convection

zone (Parker, 1993), and so these active regions are the surface manifestation of very

strong magnetic fields. Weaker magnetic fields will not be as susceptible to the magnetic

buoyancy instability, and any weaker flux that does rise into the convection zone is likely

to become disrupted by the turbulent fluid motions around it. The consequence of this

is that only the strongest magnetic fields may reach the surface of the Sun. Any weaker

magnetic flux within the convection zone is liable to be “pumped” back into the over-

shoot layer by the action of turbulent convection (Tobias et al., 2001). It is also possible

that the strong radial shear at high latitudes may suppress non-axisymmetric (undular)

buoyancy instabilities there (Tobias and Hughes, 2004), thus preventing the emergence

of bipolar loops, at high latitudes, at the solar surface. Bearing these arguments in mind,

it therefore seems quite plausible that there might be a weak high-latitude branch to

the solar dynamo that never gives rise to active regions.

The parity of the solutions that have been obtained is an interesting issue. Most

previous studies impose dipolar symmetry upon their solutions, so this parity-selection

problem does not arise. In the most solar-like model, dipolar solutions are only found

for moderately supercritical dynamo numbers. Larger values of D push us further into

the nonlinear regime and, with this α-quenching nonlinearity, quadrupolar solutions now

appear to be preferred. It should be noted that this parameterised quenching mechanism

is clearly an over-simplification of the nonlinear aspects of the solar dynamo, and we

would expect that parity selection in the nonlinear regime might be particularly sensitive

to the precise nonlinearity used. This issue is one aspect of the solar dynamo that is

investigated in the next chapter.
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Chapter 6

Torsional Oscillations

The dynamo model that was described in the previous chapter was successful in repro-

ducing many of the features of the solar dynamo. In this chapter, the results from that

survey are used as the basis for an investigation into the constraints that are imposed

upon the solar dynamo by the (so-called) torsional oscillations. Since it is generally ac-

cepted that these perturbations to the solar angular velocity are magnetically driven, it

is necessary to modify the basic dynamo model so that it now includes the perturbation

to the angular velocity caused by the azimuthal component of the Lorentz force – see

Section 4.4.1. As described in Chapter 2, this effect has been incorporated into numerous

solar dynamo models, both in Cartesian geometry (Tobias, 1996b, 1997b; Phillips et al.,

2002; Brooke et al., 2002) and spherical geometry (Belvedere et al., 1990; Küker et al.,

1999; Moss and Brooke, 2000; Covas et al., 2000a,b; Tavakol et al., 2002). It should also

be mentioned that torsional oscillations have been generated by considering a model

that incorporates the microdynamic back-reaction of the magnetic field upon the turbu-

lent stresses within the solar convection zone (see, for example, Pipin, 1999). Whilst this

is certainly one possible mechanism, attention here will focus upon the macrodynamic

scenario, which seems to be a more natural candidate for the production of torsional

oscillations near the interface region at the base of the convection zone.
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The spherical model of Moss and Brooke (which is virtually the same as the model

that has subsequently been studied by Covas and collaborators) employs a magnetic

diffusivity profile which depends only very weakly upon radius: η(r) only varies by a

factor of 2 across the domain, with a very wide diffusivity transition region at the base

of the convection zone (approximately 10% of the solar radius). As pointed out by Moss

and Brooke, this probably underestimates the change in η(r) around the base of the

convection zone, and the resulting dynamo behaviour is not particularly interface-like.

Since a steep radial gradient in the magnetic diffusivity leads to steep radial gradients

in the magnetic field, a large number of grid-points are required in order to resolve the

resulting magnetic features. Typically, in the simulations of Moss and Brooke (2000),

the highest resolution mesh that could readily be used employed 61 radial grid-points

and 101 latitudinal grid-points. In the simulations that are described below, a higher

resolution mesh allows us to investigate more realistic profiles for the magnetic diffusivity

(like the one that was considered in the previous chapter). Although this is relatively

expensive in terms of computation time, this is far more satisfactory from the point of

view of modelling an interface-like solar dynamo.

In this chapter, this modified model is first compared with the “best” solar-like

solution from the previous chapter. A close correspondence is found, which suggests

that the numerical scheme has been correctly implemented. It is demonstrated that this

model produces a perturbation to the angular velocity which, on subtraction of a suitable

time-average, resembles the observed pattern of torsional oscillations within the Sun. In

keeping with previous studies, it is found that time-dependent modulation occurs once

the magnetic Prandtl number is decreased from unity. Brooke et al. (2002) suggest that

solar-like torsional oscillations are incompatible with low values of the magnetic Prandtl

number. This suggestion is investigated within the context of this model. Finally, the

effects of stratification are put into the model, and the resulting oscillations are compared

to the observations described by Vorontsov et al. (2002).
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6.1 Model set-up

The only nonlinearity that was incorporated into the dynamo model in the previous

chapter was due to α-quenching. As mentioned above, in order to produce torsional

oscillations, it is necessary to allow the magnetic field to perturb the angular velocity

profile. The relevant equations were described in Section 4.4.1, along with the appropri-

ate numerical details. For ease of reference, it is worth restating those equations here:

∂A

∂t
=

α(r, θ)B

1 + (B2/Λ)
+
η(r)

r2

∂

∂r

[

r2∂A
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All the previously published, two-dimensional, spherical simulations which incorporate

this dynamic nonlinearity, are of α2ω-type – as in the previous chapter, attention here is

focused entirely upon the αω limit. Unless stated otherwise, ρ(r) is taken to be constant

throughout the domain. The boundary conditions are as described in Section 4.4.1: the

magnetic conditions are identical to those described in the previous chapter, whilst v = 0

on every boundary apart from at r = 1.0, where a stress-free condition is applied.
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In equation (6.1), the parameter Λ (which is defined by equation 4.34) controls

the strength of the α-quenching relative to the other nonlinearity. Only two cases are

considered in this chapter: either α-quenching is “switched off” entirely (formally Λ →
∞) or Λ is, somewhat arbitrarily, set equal to 100.0. This value of Λ corresponds to the

inclusion of weak α-quenching – smaller values of Λ (and therefore stronger quenching)

were briefly investigated and found to lead to behaviour similar to that seen in the

previous chapter. The parameter Λ depends upon the peak value for α, the peak value

for the turbulent magnetic diffusivity and the quenching field strength. All of these values

are very poorly-determined, and it is therefore difficult to write down a “realistic” value

for Λ. Given the length of time that is required to run each simulation, it is not possible

to perform a wide survey of Λ-space, but it is to be hoped that Λ = 100.0 is in some

way representative of the situation where weak α-quenching is operating in tandem with

the macrodynamic nonlinearity. One aspect of the dynamo that we might expect to be

particularly sensitive to the combination of nonlinearities is that of parity selection in

the nonlinear regime. With α-quenching as the sole nonlinearity, for even the most solar-

like solution, dipolar symmetry was lost as the dynamo number was made increasingly

supercritical. The way in which these nonlinearities affect the relative nonlinear stability

of the dipolar and quadrupolar modes is an issue that deserves investigation.

The (unperturbed) differential rotation profile that is used in this model is identical

to that given in equation (5.1). So

Ω(r, θ) = Ωc +
1

2

[

1 + Φ

(

r − 0.7

0.025

)]

(

P −Q cos2 θ − R cos4 θ
)

, (6.4)

where Φ represents the standard error function, P = 0.0571, Q = 0.123, R = 0.155

and Ωc = 0.943. The model of Moss and Brooke does not use an analytic fit to the

solar rotation profile – instead it uses an interpolation to the SOHO MDI data, taken

from Kosovichev et al. (1997). As the analytic fit that is used here is based upon a

different set of observations (Schou et al., 1998), there are slight qualitative differences
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between this profile and that used by Moss and Brooke – most notably, their profile

has a wider tachocline region. Subsequent studies by Covas and collaborators employ

more recent direct interpolations of the observational data – the inversion taken from

Howe et al. (2000), in particular, is much closer to the analytic fit that is used here.

In a direct comparison of these different differential rotation profile inversions, Covas

et al. (2001a) find that the results are qualitatively insensitive to changes in the rotation

profile. This suggests that the use of an analytic fit, as opposed to a direct interpolation

of the observational data, should make little difference to the results.

The major difference between this model and all the previous studies, which incor-

porate this dynamic nonlinearity in spherical geometry, is in the spatial dependence

of the magnetic diffusivity. All previous spherical studies involving this nonlinearity

(for numerical reasons) impose a magnetic diffusivity profile that has only a very weak

dependence upon radius. The resulting dynamo oscillations are therefore not really of

“interface-type”. As described in the previous chapter, it is possible in this model to

investigate, arguably, a more realistic situation: there is a large (positive) radial gradient

in η(r), at the base of the convection zone, leading to a significant increase in η(r) as

we pass from the overshoot region into the convection zone. Most “α-quenched” solar

dynamo models, which incorporate a realistic rotation law, use a magnetic diffusivity

profile of this form (see, for example, Dikpati and Charbonneau, 1999; Ossendrijver,

2000; Küker et al., 2002). So, as before, η(r) is given by

η(r) =

(

1 − ηc

2

)[

1 + Φ

(

r − 0.7

0.025

)]

+ ηc. (6.5)

Throughout this chapter, as was the case for the majority of the previous chapter, the

ratio of magnetic diffusivities, ηc, is taken to be 0.01. In the previous chapter, it was

seen that this steep radial gradient in η(r) leads to the concentration of strong magnetic

fields just below the base of the convection zone. If η(r) only depends weakly upon r, as

in the simulations of Moss and Brooke, there will be less of a tendency for strong fields
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to accumulate around the base of the convection zone, and it is reasonable to suppose

that the character of the dynamo will be very different. This fact was illustrated in the

previous chapter by a simple variation of the value of ηc.

Finally, the α-profile must be specified. For the case where α-quenching is the sole

nonlinearity, the most solar-like solutions were obtained for an α-profile that was heavily

concentrated around the equator and overlapped significantly with the tachocline region.

Therefore, motivated by these findings, the α-profile is taken to be

α(r, θ) = cos θ sin4 θ exp

[

−
(

r − 0.71

0.025

)2
]

, (6.6)

throughout this set of simulations.

6.2 Preliminary calculations

In keeping with the simulations that were described in the previous chapter, these calcu-

lations were carried out using a 101x193 mesh. It is not possible to perform significantly

higher resolution calculations using this code, for a range of parameter values, without

using an extremely large quantity of computer processor time. A very limited number

of simulations, at higher resolution, were carried out in order to demonstrate the ade-

quacy of this level of resolution for this modified version of the code. The easiest way to

check the validity of this code is by comparing the results that it produces with those

described, in the previous chapter, for the α-quenched simulations. The time evolution

of these simulations can be monitored (as before) by analysing the magnetic energy

and the parity. Another global quantity that can be monitored here is the perturbation

kinetic energy

Ek =

∫

1

2
ρv2dV, (6.7)
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Figure 6.1: Contours of constant toroidal field, plotted against latitude and time, at

the base of the convection zone (r = 0.7). Contours are equally spaced, solid lines

correspond to positive values of B, dashed lines correspond to negative values. Here,

there is no α-quenching, and D = −2.0 × 106. Note that the parity is quadrupolar

rather than dipolar.

where the integral is taken over the whole computational domain. Once all these time-

series have converged, we can be sure that the solution has reached a statistically steady

state. For all these preliminary calculations, the magnetic Prandtl number, τ , is set

equal to unity – smaller values of τ will produce time-dependent behaviour, and this is

investigated later on in the chapter.

In the previous chapter, it was found that the critical dynamo number for this model

is approximately D = −1.5 × 106. The resulting dynamo waves were confined to low

latitudes, migrated towards the equator, and the global solution was of dipolar parity.

Initially, in this modified model, α-quenching is switched off so that the only nonlinear
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effect is the macrodynamic back-reaction of the Lorentz force upon the angular velocity.

Most of the features of the previous solution are preserved with this change of nonlin-

earity. Figure 6.1 shows contours of toroidal field at the base of the convection zone

for D = −2.0 × 106. This demonstrates the low-latitude confinement of magnetic ac-

tivity, as well as the fact that the magnetic field migrates equatorwards during each

cycle. However, it can clearly be seen that the dominant parity is now quadrupolar

rather than dipolar. From the point of view of reproducing the pattern of behaviour

currently observed in the solar dynamo, this is obviously unsatisfactory, although it is

possible that the solar magnetic field has previously gone through phases of quadrupolar

symmetry. We would expect that the parity selection might be sensitive to the precise

choice of nonlinearity, so the agreement of this solution with all the other aspects of the

α-quenching case suggests that this modification to the code has been correctly imple-

mented. As noted in Chapter 5, it is worth mentioning in passing that the latitudinal

length-scale of the dynamo-generated magnetic fields is shorter than that observed on

the Sun.

Despite not being of dipolar parity, a pure parity mode of this form should still

drive torsional oscillations that are symmetric about the equator. In order to observe

this oscillatory signal, it is necessary to subtract a time-average from the total velocity

perturbation. Since observations of torsional oscillations (see, for example, Vorontsov

et al., 2002) are described in terms of perturbations to the angular velocity, once this

time-average has been subtracted, the residual for v is divided by r sin θ in order to

present these perturbations in terms of an angular velocity rather than a linear velocity.

This will have the effect of emphasising high-latitude oscillations: a relatively small

linear velocity, near the the axis of rotation, will provide a greater perturbation to the

angular velocity than an equivalent linear velocity further away from the rotational

axis. Perturbations to the angular velocity at the base of the convection zone, for D =

−2.0 × 106, are shown in Figure 6.2.
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Figure 6.2: As Figure 6.1, but now showing the torsional oscillations at the base of the

convection zone (r = 0.7). The frequency of oscillation is double that of the magnetic

frequency.

The torsional oscillations that are shown in Figure 6.2 are symmetric about the

equator and are confined to low latitudes at the base of the convection zone. The spatial

distribution of these oscillations coincides with the location of the dynamo-generated

magnetic fields. A comparison of the oscillations shown in Figures 6.1 and 6.2 confirms

the fact that the frequency of the torsional oscillations is twice that of the basic magnetic

cycle – this is a consequence of the fact that the Lorentz force depends quadratically

upon the magnetic field. Besides the fact that the parity of this solution is quadrupolar

rather than dipolar, the other discrepancy between this solution and solar observations

is the absence of a high-latitude branch to the torsional oscillations (Vorontsov et al.,

2002).

It was shown in the previous chapter that it is possible to excite magnetic oscillations
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Figure 6.3: Contours of constant toroidal field (top) and the torsional oscillations (bot-

tom), plotted against latitude and time, at the base of the convection zone. Contours

are equally spaced, solid lines correspond to positive values, dashed lines correspond to

negative values. There is no α-quenching and D = −2.5 × 106.

160



at high latitudes, in this model, by increasing the magnitude of the dynamo number.

For values of D ∼< −2.25 × 106, the dynamo possesses a high-latitude branch. As was

discussed in Section 5.3, it is possible that there may be activity at high latitudes, at

the base of the solar convection zone, that never produces active regions. It appears

that this polar branch is necessary from the point of view of the torsional oscillations.

Figure 6.3 shows the time evolution of the latitudinal distribution of both the toroidal

field and the torsional oscillations, at the base of the convection zone, forD = −2.5×106.

The key new feature is the appearance of a high-latitude branch in the plot showing the

torsional oscillations. It should be mentioned that the solution is now weakly modulated,

and this is most clearly seen at low latitudes in the torsional oscillations. The parity

of the solution is no longer predominantly quadrupolar – in fact it is time dependent,

although it varies over a relatively long time-scale (of the order of a diffusion time).

Similar behaviour is observed as the magnitude of the dynamo number is increased

further. A comparison of this solution with the equivalent plot for the α-quenched case,

as shown in Figure 5.21, reveals a slight qualitative difference in the relative strengths

of the two branches of the dynamo. The polar branch is still weaker than the equatorial

branch, but (with this macrodynamic nonlinearity) there is less of a difference in the

peak fields than was seen for the α-quenched case.

Although this model has successfully produced a pattern of oscillations which resem-

bles those observed on the Sun, there is still the problem associated with the parity of

the solution. When the sole nonlinearity was due to α-quenching, dipolar solutions were

found for moderately supercritical dynamo numbers, whilst predominantly quadrupolar

solutions were found for larger values of D. As shown above, if the sole nonlinearity is

due to the influence of the Lorentz force upon the differential rotation profile, solutions

seem to be either quadrupolar (for moderately supercritical dynamo numbers) or exhibit

time-dependent fluctuations in parity (for larger values of the dynamo number). This

clearly demonstrates the sensitivity of the parity of the solution to the precise choice
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Figure 6.4: As Figure 6.1, but here there is α-quenching. Λ = 100.0 and D = −2.0×106.

of nonlinear quenching mechanism. Ideally, we would like to produce a solution that

is of predominantly dipolar parity and simultaneously produces a solar-like torsional

oscillation pattern.

By setting Λ = 100.0, it is possible to look at the consequences of having two com-

peting nonlinearities. Contours of toroidal field at the base of the convection zone, for

D = −2.0× 106, are shown in Figure 6.4. As found before, for this value of D, magnetic

activity is restricted to low latitudes, but the preferred parity is now dipolar. The asso-

ciated torsional oscillations are identical in form to those shown in Figure 6.2 – a pure

parity mode (of either symmetry) will always drive a symmetric velocity perturbation.

Increasing the magnitude of D again leads to the appearance of high-latitude magnetic

features along with a high-latitude branch to the torsional oscillations. Figure 6.5 shows

the time-evolution of the latitudinal distribution of both the toroidal field and the tor-

sional oscillations, at the base of the convection zone, for D = −2.5×106. In contrast to
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Figure 6.5: As Figure 6.3, with contours of constant toroidal field (top) and torsional

oscillations (bottom). Here, there is α-quenching, with Λ = 100.0, and D = −2.5× 106.

This is a dipolar solution with a weak high-latitude branch.
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previous simulations, the dynamo now has a polar branch and is still of predominantly

dipolar parity. It is possible to see a weak modulation in the amplitude of the torsional

oscillations, but there is no significant time-dependent behaviour in the parity of the

solution. This has clearly been suppressed by the addition of α quenching to the system.

Further (modest) increases in the magnitude of the dynamo number seem to lead to no

qualitative changes to the overall form of the solution.

The solution shown in Figure 6.5 represents the most solar-like solution that has

been found (for τ = 1.0) with this model. Prior to carrying out these simulations, it

was not possible to predict which combination of nonlinearities would lead to dipolar

parity persisting well into the nonlinear regime. Clearly the parameterised nature of

the α-quenching process is an idealised version of what is actually likely to be hap-

pening within the Sun, so it is difficult to come to any firm conclusions regarding the

relative importance of different nonlinearities in the solar dynamo. Having said that,

these calculations have demonstrated that it is possible to tune the nonlinearities in this

(interface-like) mean-field model in order to produce many of the main observational

features of the solar magnetic activity and torsional oscillations.

6.3 Time-dependent solutions

6.3.1 Motivation

Recurrent grand minimum phases are known to occur in the solar magnetic activity,

with a mean separation of about 200 years (see Section 1.2.2). It is well-known that by

taking a value of the magnetic Prandtl number, τ , that is substantially less than unity,

it is possible to produce magnetic cycles that are modulated on a longer time-scale

(see, for example, Tobias, 1996b, 1997b; Küker et al., 1999; Moss and Brooke, 2000;

Brooke et al., 2002). The modulational time-scale is determined by the value of τ , which

determines the separation in scales between the magnetic relaxation time and the viscous
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relaxation time of the fluid. Small values of τ imply that any velocity perturbation will

decay away on a much longer time-scale than the associated magnetic fields. If this

velocity perturbation is large enough to suppress dynamo action, this may then lead

to prolonged periods of reduced activity. The most detailed study of time-dependent

behaviour, in a spherical model, has been carried out by Moss and Brooke (2000). They

focused primarily upon low values of the magnetic Prandtl number (typically, τ = 0.01)

and, even for mildly supercritical solutions, intermittent behaviour was found for these

simulations. Having said that, slightly larger values of τ seemed to favour doubly periodic

solutions, which may be more closely related to the observed solar magnetic activity,

although the “grand minima” of these solutions are not very deep. In the calculations

that are described in this section, the effects of reducing the value of τ are investigated

for the model that was described in the previous section. As discussed above, this model

is more interface-like than that of Moss and Brooke (2000), so should perhaps be viewed

more as a spherical analogue (with a realistic rotation law) of the calculations described

by Tobias (1997b) and Brooke et al. (2002).

Brooke et al. (2002) claim that solar-like torsional oscillations are incompatible with

low values of the magnetic Prandtl number – they refer to this problem as the “Prandtl

number dilemma”. This rather surprising result is based upon simulations that were

carried out for their Cartesian model, and one of the primary aims of the simulations

that are described below was to investigate this issue. Certainly we would expect an

oscillatory magnetic field to drive an oscillatory component to the angular velocity per-

turbation, regardless of the value of τ , and it is difficult to see how such a dynamo could

saturate in the nonlinear regime without these torsional oscillations. It is possible that

the problem centres around the need to subtract a time-average from the total velocity

perturbation in order to reveal the oscillatory signal. Since the torsional oscillations are

relatively weak, it is virtually impossible to pick out any oscillations without the sub-

traction of this time-average. For strongly modulated solutions, this time-average will be
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Figure 6.6: Contours showing the perturbation to the total angular velocity after the

subtraction of a time-averaged quantity, plotted against latitude and time, at the base

of the convection zone (r = 0.7). Here, attention is restricted to low latitudes, and

the time-average that has been subtracted is independent of latitude. Contours are

equally spaced, solid lines correspond to positive perturbations to the angular velocity,

dashed lines correspond to negative perturbations. Here, there is no α-quenching, and

D = −2.0 × 106.

a function of time and therefore it may not be possible to take an average over a short

enough time period to reveal the higher frequency oscillations – they may be swamped

by the large-scale (lower frequency) modulation. Having said that, Brooke et al. (2002)

seem to fail to find torsional oscillations even for solutions that are only very weakly

modulated, so this is presumably not the only problem.

The solution to this problem may be in the way in which the time-average is actually

calculated. Although their model is Cartesian rather than spherical, Brooke et al. (2002)
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effectively pick some value of the radius and then look at the total velocity perturbation

at that radius (as a function of latitude). They then pick some latitude and calculate

the average velocity perturbation at this single point in space. They then subtract this

single time-averaged quantity from the total velocity perturbation at all latitudes at

the fixed radius. This averaging procedure therefore takes no account of the fact that

the time-average may vary with latitude. Whilst this method should reveal the presence

of any oscillations at the latitude at which this average is taken, the fact that the

time-averaged perturbation is clearly not latitude-independent implies that we may not

see oscillations at other latitudes. Figure 6.2 shows a pattern of torsional oscillations

that plausibly averages to zero at all latitudes – none of the plots that are shown in

Brooke et al. (2002) satisfy this property. This may have lead to spurious conclusions

regarding the spatial distribution of torsional oscillations. To illustrate this, Figure 6.6

shows the solution from Figure 6.2, after a similar latitude-independent time-average

has been applied. The average has been taken at a latitude of about 7 degrees, where

the oscillations are strongest in Figure 6.2. Although an oscillatory signal (of the same

period) is visible, it is not possible to identify the torsional oscillation pattern that

was shown in Figure 6.2, even for τ = 1.0. Varying the latitude at which the time-

average is taken did not enhance this oscillatory signal. The apparent absence of torsional

oscillations is probably a consequence of the fact that the solution described here varies

much more dramatically with latitude than those found in the simplified model that

was described by Brooke et al. (2002) – the subtraction of a latitude-independent time-

average is therefore inadequate. This confirms the need to allow the time-average to be

a function of latitude, and the conclusions of Brooke et al. (2002) should therefore be

treated with caution.
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Figure 6.7: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.05, there is no α-quenching, and D = −1.5 × 106.

6.3.2 Results for τ = 0.05

As an initial investigation, the magnetic Prandtl number is fixed at τ = 0.05. This

value is selected somewhat arbitrarily, but it should be small enough to produce time-

dependent behaviour for sufficiently large values of the dynamo number. For these sim-

ulations, α-quenching is initially removed, but the effects of including this additional

nonlinearity are briefly investigated later on. Although torsional oscillations form an

important part of this study, and are described in detail later on in the chapter, it is
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Figure 6.8: As Figure 6.1, but here τ = 0.05, there is no α-quenching, andD = −1.5×106.

also of interest to establish (in more general terms) the influence that low magnetic

Prandtl numbers have upon the time-dependent behaviour of the dynamo.

Mildly supercritical solutions are produced by taking D = −1.5 × 106. Figure 6.7

shows how various quantities – the total magnetic energy, the parity and the perturbation

kinetic energy – evolve with time, for this set of parameters. These oscillations are

singly periodic, with no modulation observed in any of these time-series. Figure 6.8

shows contours of constant toroidal field, at the base of the convection zone, plotted

against latitude and time. As would be expected, the magnetic activity is confined to

low latitudes and migrates equatorwards during each magnetic cycle.

A qualitative change in behaviour is observed when the magnitude of the dynamo

number is increased. For D = −2.0×106, the solution is now multiply-periodic – at least

2 frequencies can be picked out from the time-series that are shown in Figure 6.9. This

solution differs from that found for D = −1.5 × 106 in several ways. The most notable
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Figure 6.9: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.05, there is no α-quenching, and D = −2.0 × 106.

difference is the fact that the total magnetic energy shows significant periodic changes,

varying by almost a factor of 3 as the dynamo oscillates between active phases and “grand

minima”. A frequency analysis indicates that the ratio of the magnetic cycle frequency

to the main modulational frequency is approximately 45 : 1. By way of comparison,

the observed ratio of the magnetic cycle frequency to the frequency of occurrence of

grand minima is approximately 10 : 1 for the Sun. Other notable features of Figure 6.9

include the fluctuations in the parity of the solution and the fact that the modulation
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Figure 6.10: As Figure 6.1, but here τ = 0.05, there is no α-quenching, and D =

−2.0 × 106. Note the modulation in the amplitude and parity of the oscillations.

of the perturbation kinetic energy seems to completely mask the fluctuations due to

the torsional oscillations. This last fact is of particular importance when considering

the impact that high levels of modulation may have upon the torsional oscillations,

as will be seen later. Figure 6.10 shows contours of toroidal field, at the base of the

convection zone, for D = −2.0 × 106. Although this solution is clearly modulated, this

plot illustrates the fact that the grand minima phases for τ = 0.05 are not particularly

deep.

For the solutions for τ = 1.0, that were described in Section 6.2, it was found that

taking D = −2.5 × 106 resulted in the excitation of weak magnetic oscillations (and

associated torsional oscillations) at high latitudes in addition to the strong low-latitude
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Figure 6.11: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.05, there is no α-quenching, and D = −2.5 × 106.

features. The time-series for D = −2.5 × 106 are shown in Figure 6.11. As before, ap-

preciable modulation is observed in the magnetic energy. This modulation now appears

to be chaotic, although there is still a dominant frequency component associated with

the main modulational time-scale. Certainly the parity fluctuations are now chaotic.

Interestingly it appears that, for this set of parameters, significant modulation in the

magnetic energy always seems to be associated with modulation in the parity of the

solution. Figure 6.12 shows contours of constant toroidal field, at the base of the con-
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Figure 6.12: As Figure 6.1, but here τ = 0.05, there is no α-quenching, and D =

−2.5 × 106.

vection zone, for D = −2.5× 106. Significant modulation is observed here, although the

high-latitude branch seems to be out of phase with the the low-latitude branch. This

“decoupling” between the modulation of the magnetic activity at high and low latitudes

appears to be a recurrent feature of this model. Similarly time-dependent behaviour is

observed as the magnitude of the dynamo number is increased further and, as shown in

Figure 6.13, the modulation becomes increasingly chaotic.

Adding α-quenching back into the model, by setting Λ = 100.0, should make a

qualitative difference to the results. This instantaneous quenching mechanism places a

significant restriction upon the peak magnetic field strength and therefore also the peak

magnitude of the Lorentz force. This may reduce the velocity perturbation and therefore
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Figure 6.13: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.05, there is no α-quenching, and D = −3.0 × 106.

may limit the modulational effects. What is actually observed is that this additional

quenching delays the onset of modulation – the solution is still singly periodic and

dipolar for D = −2.0 × 106. However, a further increase in the magnitude of D rapidly

leads to the onset of significant chaotic modulation, both in terms of the magnetic energy

and the parity of the solution. This is illustrated in Figure 6.14, which shows time-series

for D = −2.5 × 106. A comparison of Figures 6.11 and 6.14 suggests that the extent of

modulation, for this value of the dynamo number, is similar for the quenched and the
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Figure 6.14: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.05, D = −2.5 × 106 and Λ = 100.0.

unquenched cases. For this value of the magnetic Prandtl number, the only effect that

adding α-quenching seems to have is to delay the onset of time-dependent behaviour.

6.3.3 Varying the value of τ

Having established the existence of highly modulated solutions for a fixed value of the

magnetic Prandtl number, it is now important to test the sensitivity of these solutions

to variations in the value of τ . For τ = 0.05 it was found that the more the magnitude
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Figure 6.15: A comparison of the time series for the magnetic energy for τ = 0.1 (top),

τ = 0.05 middle (middle) and τ = 0.025 (bottom). As before, time is measured in

dimensionless units. For all of these plots D = −2.0 × 106 and there is no α-quenching.

of the dynamo number is increased, the more time-dependent the dynamo becomes.

Figures 6.15 and 6.16 demonstrate the influence that different values of τ have upon the

modulation of the magnetic energy time series, for D = −2.0× 106 and D = −2.5× 106

respectively. There is no α-quenching in any of the solutions that are described in this

section. The general trend is clear: modulation becomes more dramatic, with longer

periods of modulation, for lower values of the magnetic Prandtl number.

The only singly periodic solution that is shown here is forD = −2.0×106 and τ = 0.1.
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Figure 6.16: A comparison of the time series for the magnetic energy for τ = 0.1 (top),

τ = 0.05 middle (middle) and τ = 0.025 (bottom). As before, time is measured in

dimensionless units. For all of these plots D = −2.5 × 106 and there is no α-quenching.

Figure 6.17 shows contours of constant toroidal field at the base of the convection zone

for D = −2.0 × 106 and τ = 0.1. The parity of this solution is steady and quadrupolar

and, as before, activity is confined to low latitudes at the base of the convection zone.

As was seen in the previous section, τ = 0.05 gives a modulated solution, for this

value of the dynamo number, with a well-defined dominant frequency of modulation.

This remains the case when τ is reduced to 0.025. Figure 6.18 shows contours of toroidal
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Figure 6.17: As Figure 6.1, but here τ = 0.1, there is no α-quenching, andD = −2.0×106.

field at the base of the convection zone for D = −2.0×106 and τ = 0.025. The temporal

range for this plot has been chosen so as to include a grand minimum phase – as

the dynamo enters and leaves this period of reduced activity, it possesses the kind of

asymmetry that was observed at the very end of the Maunder minimum. One problem

with this solution is that the periods of reduced activity are too long. As can be seen

in Figure 6.15, the dynamo actually spends more time in grand minima phases than it

does in active phases. What is more, significant oscillations in the magnetic energy, on

the magnetic cycle time-scale, are only observed for a relatively small fraction of each

modulational cycle. This behaviour is therefore no longer solar-like.

A more extreme example of this kind of behaviour is found for D = −2.0 × 106

and τ = 0.01 – the relevant time-series for this solution are shown in Figure 6.19. This

solution is characterised by prolonged grand minima, which are periodically interrupted

by brief phases of activity. It appears that low values of the magnetic Prandtl number
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Figure 6.18: As Figure 6.1, but here τ = 0.025, there is no α-quenching, and D =

−2.0 × 106. This shows a prolonged grand minimum phase.

tend to prolong the inactive phases of the dynamo, whilst leaving virtually unaltered the

time spent during active phases. This is unsurprising given that low value of τ imply that

large velocity perturbations, which are responsible for the suppression of dynamo action,

take longer to decay. In the Sun, we appear to observe this scenario in reverse: prolonged

active phases with short grand minima. Similar behaviour was found by Brooke et al.

(2002), for moderately supercritical values of the dynamo number and low values of τ ,

in their Cartesian model. The time-dependent nature of the parity is also rather non-

solar like – the parity is roughly constant during grand minima phases, with significant

fluctuations tending to occur only during active phases. Moss and Brooke (2000) found

similar behaviour in the low-τ regime in their spherical model. So, although this solution
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Figure 6.19: Time series for the magnetic energy (top), parity (middle) and the pertur-

bation kinetic energy (bottom). As before, time is measured in dimensionless units. For

all of these plots τ = 0.01, there is no α-quenching, and D = −2.0 × 106.

is mathematically interesting, its applicability to the solar dynamo is probably only

limited.

For D = −2.5×106 the solution is rather more modulated, although it is still possible

to pick out a dominant frequency of modulation. As before, the general trend is for lower

values of the magnetic Prandtl number to lead to longer, and deeper, periods of reduced

activity. Again, it should be noted that the grand minima phases for τ = 0.025 are

comparable in duration to the active phases. This again suggests that lower values of
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Figure 6.20: As Figure 6.1, but here τ = 0.025, there is no α-quenching, and D =

−2.5 × 106.

τ will result in non-solar like behaviour. The strong modulation that is observed for

τ = 0.025 is shown in Figure 6.20. The high-latitude branch of the dynamo seems to

be modulated independently and, although generally weaker, this will complicate the

overall modulation of the time-series for the magnetic energy.

In their Cartesian models, Tobias (1997b) and Brooke et al. (2002) managed to

quantify the way in which the modulational time-period scales with the magnetic Prandtl

number. They found that the mean period between grand maxima is approximately

proportional to τ−n, for some value of n – Tobias found n to be 0.5, whilst Brooke et al.

found that n = 0.67 gave a better approximation to the scaling law. Given that different

dynamo numbers were used, as well as different ranges for τ , it is not surprising that
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Figure 6.21: As Figure 6.1, but here showing torsional oscillations at the base of the

convection zone (r = 0.7). Here, τ = 0.1, there is no α-quenching, and D = −2.0× 106.

slightly different values were obtained. The results from this spherical model are largely

consistent with this general scaling: n = 0.6 was found to give the best fit to the results

for D = −2.5 × 106, and the results for D = −2.0 × 106 seem to be largely consistent

with this. It proved rather more difficult to pick out a scaling law for the peak value of

the magnetic energy, but it is clear that lower values of τ lead to lower peak values of

the magnetic energy. This is easily explained by noting that a reduction in the value of τ

implies less viscous diffusion and therefore larger velocity perturbations can arise. These

larger velocity perturbations will more efficiently suppress the generation of magnetic

fields.
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6.3.4 Torsional oscillations in the low-τ regime

Having identified the main patterns of modulation that arise in the low-τ regime, it

is now time to focus upon the effects that such modulation has upon the torsional

oscillations. Brooke et al. (2002) assert that torsional oscillations are incompatible with

small values of the magnetic Prandtl number. Their claim is illustrated, for τ = 0.1, using

a seemingly un-modulated solution that occurs for a moderately supercritical value of

the dynamo number (as shown in Figure 5 of their paper). Using the results described

above, taking τ = 0.1 and D = −2.0 × 106 probably corresponds to an equivalent

solution in this spherical model. Figure 6.21 shows torsional oscillations at the base

of the convection zone, for these parameter values, after the subtraction of a latitude-

dependent time-average. It can clearly be seen that it is possible to produce solar-like

torsional oscillations, with a clear pattern of alternating bands of faster and slower than

average flow, which migrate towards the equator as the cycle progresses. A comparison

of Figure 6.21 and Figure 6.17 confirms that the period of oscillation for these torsional

oscillations is half that of the magnetic cycle. This seems to confirm the suggestion,

made in Section 6.3.1, that the failure of Brooke et al. to find torsional oscillations for

low values of τ may be a consequence of an inadequate, latitude-independent, time-

averaging procedure. Small values of τ may lead to more latitude-dependence in the

velocity perturbation because there is less viscous diffusion to smooth it out.

A far more interesting problem is posed by the modulated solutions that are found,

for τ = 0.1, for larger values of D. In order to produce a polar branch to the torsional

oscillations (as observed by, for example, Vorontsov et al., 2002), larger values of the

dynamo number must be investigated. Torsional oscillations at the base of the convection

zone, for D = −2.5× 106, are shown in Figure 6.22. Because of the fact that significant

modulation is now present, it is necessary to take the time-average over a much shorter

time-period in order to reveal the correct pattern of torsional oscillations. Although

there are clearly well-defined bands of oscillations (at both low and high latitudes) in
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Figure 6.22: As Figure 6.21, but here, τ = 0.1, there is no α-quenching, and D =

−2.5 × 106. The time-average has been taken over (roughly) two magnetic cycles.

Figure 6.22, there is evidence of the overall modulation, particularly at low latitudes.

If the time-average is taken over a longer period of time, upon the subtraction of this

average from the total angular velocity perturbation, oscillations of this frequency will

be masked by the lower frequency large-scale modulation to the perturbation kinetic

energy. So modulation does not rule out the possibility of torsional oscillations, but the

time-average needs to be done carefully, and over a relatively short time-period, in order

to identify the appropriate oscillatory signal.

For a given value of the dynamo number, it has been shown that smaller values of τ

tend to produce more extreme modulation. Having said that, for D = −1.5 × 106 and

τ = 0.05, the magnetic energy is still a singly periodic function of time. As would be

expected, torsional oscillations are again found – like those shown in Figure 6.21, these

are confined to low latitudes at the base of the convection zone. The lack of modulation
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implies that the appearance of these torsional oscillations is relatively insensitive to

the time-averaging procedure. The same can not be said for larger values of D, where

(as has already been demonstrated) the solution becomes significantly modulated and

this means that a relatively short time-average is needed. For τ = 0.05, Figure 6.23

shows torsional oscillations at the base of the convection zone for D = −2.0 × 106 and

D = −2.5 × 106. As would be expected, these oscillations are confined to low latitudes

for D = −2.0 × 106 and there is a two-banded structure for D = −2.5 × 106. Despite

the modulation, and therefore the need to take a relatively short time-averaging period,

this shows that it is still possible to get solar-like torsional oscillations despite the fact

that we are in the highly modulated low-τ regime.

For the highly modulated solutions found for τ = 0.025 it becomes much harder to

find torsional oscillations. This is mainly due to the fact that there are now prolonged

periods of time where there is very little magnetic activity. As commented on in the

previous section, the modulation found for this value of τ is more extreme than that

found on the Sun, but it is of interest to establish the “limits” of solar-like torsional

oscillations. For D = −2.0 × 106 it is clear that, even during active phases, significant

oscillations in the magnetic energy at the magnetic cycle frequency are confined to a

relatively brief time interval. This will almost certainly restrict the production of tor-

sional oscillations. In fact it is found that, with this increased modulation, it is necessary

to take the time-average over an even shorter time-period in order to see the torsional

oscillations. Figure 6.24 shows torsional oscillations at the base of the convection zone

for D = −2.0 × 106 and τ = 0.025. It is still possible (at low latitudes) to pick out the

familiar oscillatory pattern, despite the need for a very short period for the time-average.

To summarise, it has been shown that solar-like torsional oscillations are compati-

ble with the low-τ regime. For moderately supercritical (un-modulated) solutions, low-

latitude oscillations can be found regardless of the time-period that is used for the

averaging procedure. This explicitly contradicts the findings of Brooke et al. (2002). For
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Figure 6.23: As Figure 6.21, but here τ = 0.05,D = −2.0×106 (top) and D = −2.5×106

(bottom). The time-average has been taken over approximately two magnetic cycles.

186



35.8710 35.8720 35.8730 35.8740
Time (dimensionless units)

-50

0

50

L
at

itu
de

 (
de

gr
ee

s)

Torsional Oscillations

Figure 6.24: As Figure 6.21, but here τ = 0.025, there is no α-quenching, and D =

−2.0 × 106. For this highly modulated solution, the time-average has been taken over

about one magnetic cycle.

larger values of D, the only limiting factor appears to be the extent of the modulation.

Some sort of oscillatory signal, with a frequency that is twice that of the magnetic cycle,

is always present. In order to observe this signal it is necessary to subtract a time-

average from the total angular velocity perturbation. The fact that the time-average is

itself a function of time means that it must be taken over a short time-period in order to

reveal this weak, high-frequency, oscillatory signal. The more modulated the solution,

the shorter this time-period must be.
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6.4 The effects of stratification

The latitudinal distribution of any torsional oscillations that have been found so far

in this chapter compares very favourably with the solar observations (Vorontsov et al.,

2002). However, all the simulated torsional oscillations have been confined to the base

of the convection zone – this is not what is inferred from helioseismology. The results of

Vorontsov et al. (2002) suggest that the torsional oscillations on the Sun, particularly at

low latitudes, are actually strongest at the surface. At high latitudes, Vorontsov et al.

(2002) find that strong oscillations at the surface extend downwards almost to the base

of the convection zone, although it should be pointed out that this region corresponds

to the area of greatest observational uncertainty. Whether or not this is the case, it

does seems certain that strong torsional oscillations are observed at the surface, and the

dynamo model must be capable of explaining this.

The most plausible explanation for this discrepancy in the spatial distribution of

torsional oscillations centres around the density profile. For all the simulations that

have been carried out so far in this chapter, density has been taken to be constant. In

the Sun, it is known that the density of the fluid at the photosphere is several orders of

magnitude smaller than the density at the base of the convection zone (see, for example,

Stix, 2002). Most of this density variation occurs near the surface, with the density

scale-height increasing with increasing depth. It is this low density at the surface that

may explain the presence of strong torsional oscillations there, because even a small

perturbation to the local angular momentum could then lead to a large perturbation

to the angular velocity. In this section, the effects of a non-constant density profile are

investigated, in an attempt to reproduce the spatial distribution of the observed torsional

oscillations in the Sun.

One possible approach to this problem would be to take a density profile that has

been computed from a realistic model of the solar convection zone (see, for example,

Christensen-Dalsgaard et al., 1996). Since this mean-field model already represents a
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somewhat idealised version of the Sun, it makes more sense to use some physically

plausible analytic form for the density profile which can be varied in some simple way

so as to adjust the level of stratification. The functional form that is used here is one

that has been previously used, in a different context, by van Ballegooijen and Choudhuri

(1988) and Dikpati and Charbonneau (1999):

ρ(r) =

(

1

r
− 1

)m

, (6.8)

for some positive value ofm. By varyingm, it is possible to investigate the response of the

torsional oscillations to different levels of stratification – larger values of m correspond

to a more stratified fluid. With this functional form, both the density and the density

scale-height within the convection zone decrease with increasing radius. The reason that

a simple power law is not used is because that would imply that the density scale

height would increase with increasing radius. The only significant unphysical aspect

of this functional form is that it implies that the density is identically equal to zero

at the surface. Since r = 1.0 is on the boundary of the domain, the equations are

never solved at this point, which means that this vanishing density does not present a

significant numerical problem. This minor problem is outweighed by the simplicity of

this functional form, which otherwise possesses the main observed qualitative properties

of the solar density profile. Given that an idealised density profile has been used, these

calculations should be viewed as being illustrative in nature.

For the simulations that are described in this section, two different values of the

dynamo number are used. It has previously been found that D = −2.0 × 106 gives

torsional oscillations that are confined to low latitudes, whilst there is an additional

polar branch for D = −2.5×106. For the vast majority of the simulations that have been

carried out, there is no α-quenching, but a few additional calculations were carried out in

order to check the robustness of the conclusions to the addition of this extra nonlinearity.

Since we have already established that it is still possible to generate torsional oscillations
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in the low-τ regime, τ is set equal to unity throughout these simulations.

Figure 6.25 shows the spatial distribution of the torsional oscillations, for D =

−2.0 × 106, for four different values of m. As before, for all values of m, activity is

confined to low latitudes for this dynamo number. However, whilst the magnetic activ-

ity remains confined to the base of the convection zone for all values of m, the radial

distribution of torsional oscillations seems to be particularly sensitive to the level of

density stratification. For the two smaller values of m (m = 0.5 and m = 2.0) torsional

oscillations remain confined to the base of the convection zone. For m = 5.0, weak fea-

tures are observed at the surface, although the strongest oscillations still occur at the

base of the convection zone. A modest increase in the stratification, achieved by taking

m = 6.0, leads the surface features becoming much stronger than those at the base of

the convection zone. Figure 6.26 shows the torsional oscillations at r = 0.975, plotted

against latitude and time, for m = 6.0. A striking feature of Figure 6.26 is the relative

lack of latitudinal migration in these oscillations. This is presumably a consequence of

the fact that these perturbations at the surface are being driven by magnetic oscillations

at the base of the convection zone. Angular momentum is transported to the surface via

the action of viscous stresses. In addition to the radial transport, angular momentum

will also spread out diffusively in the latitudinal direction. This may be the reason for

the relative lack of latitudinal migration that is observed at the surface in Figure 6.26.

So, whilst the radial distribution of the torsional oscillations bears a closer resemblance

to the solar observations, the latitudinal distribution shows less agreement.

Another interesting effect that is caused by the addition of this stratification relates

to the parity of the solution. For small values of m, and therefore relatively unstratified

density profiles, the parity is (as before) predominantly quadrupolar for this set of pa-

rameters. This non-solar-like preference towards quadrupolar symmetry was a problem

that was solved, in Section 6.2, by the addition of α-quenching to the system. Interest-

ingly, for highly stratified density profiles, the preferred symmetry is now dipolar. This
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Figure 6.25: The spatial distribution of torsional oscillations for m = 0.5 (top left),

m = 2.0 (top right), m = 5.0 (bottom left) and m = 6.0 (bottom right). Contours are

equally spaced, solid lines correspond to positive perturbations to the angular velocity,

dashed lines correspond to negative perturbations. τ = 1.0 and D = −2.0 × 106.
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Figure 6.26: Torsional oscillations, plotted against latitude and time, at a fixed radius

just below the surface (r = 0.975). Contours are equally spaced, solid lines correspond

to positive perturbations to the angular velocity, dashed lines correspond to negative

perturbations. Here, there is no α-quenching, τ = 1.0, m = 6.0 and D = −2.0 × 106.

is illustrated in Figure 6.27, which shows contours of the toroidal field at the base of

the convection zone for m = 6.0. One consequence of this density profile is that the

density at the base of the convection zone is decreasing rapidly with increasing radius.

The influence of the Lorentz force is increased in regions of low density in equation (6.3),

which results in the appearance of larger velocity perturbations. This will cause the dy-

namo to saturate at a lower peak field. In some sense, a similar situation arises when

α-quenching is added to the system, so it is perhaps unsurprising that dipolar symmetry

should again be preferred. Certainly these results suggest that the addition of density

stratification could provide a novel solution to the problem of parity selection in solar

dynamo models.
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Figure 6.27: As Figure 6.1, but here τ = 1.0, m = 6.0, there is no α-quenching, and

D = −2.0 × 106. Note the dipolar symmetry.

Spatial plots showing the torsional oscillations for the same four values of m, for

D = −2.5 × 106, are shown in Figure 6.28. A polar branch to the torsional oscillations

is seen in all cases. As before, larger values of m promote the appearance of oscillatory

features at the surface. Weak surface oscillations are found for m = 5.0, but for m = 6.0

these oscillations become so strong that the deeper lying oscillations are no longer visible

on this plot. The radial distribution of the torsional oscillations, for this highly stratified

case, is similar to that observed by Vorontsov et al. (2002), in that there are strong

oscillations at the surface at both high and low latitudes. One major difference is that

the oscillations at high latitudes are very much confined to the surface layers, rather

than extending deep down into the convection zone. This could be a consequence of

the idealised nature of the model, but it may also be the case that this feature is a

consequence of inaccuracies in the observations at high latitudes within the convection
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Figure 6.28: The spatial distribution of torsional oscillations for m = 0.5 (top left),

m = 2.0 (top right), m = 5.0 (bottom left) and m = 6.0 (bottom right). Contours are

equally spaced, solid lines correspond to positive perturbations to the angular velocity,

dashed lines correspond to negative perturbations. τ = 1.0 and D = −2.5 × 106.
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Figure 6.29: As Figure 6.26, but here τ = 1.0, m = 6.0, there is no α-quenching, and

D = −2.5 × 106.

zone. Figure 6.29 shows a plot of the torsional oscillations at r = 0.975, for m = 6.0, as a

function of latitude and time. Whilst there is still very little variation with latitude near

the equator, clear bands of migratory torsional oscillations can be seen at high latitudes,

where there is no interference from bands of activity that are propagating in the other

direction. Figure 6.30 shows contours of toroidal field at the base of the convection zone,

for m = 6.0. For the unstratified case, the parity of the solution was time-dependent,

for D = −2.5 × 106. For m = 0.5, the solution is of mixed parity, but for m ∼> 2.0 the

parity is steady and predominantly dipolar, although a weak quadrupolar component is

also present.

Although these calculations are probably very idealised they strongly suggest that,

for a sufficiently stratified convection zone, torsional oscillations at the surface can be

driven by a dynamo that is operating around the base of the convection zone. The
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Figure 6.30: As Figure 6.1 but here τ = 1.0, m = 6.0, there is no α-quenching, and

D = −2.5 × 106.

robustness of these conclusions was tested by running a set of calculations that incor-

porated α-quenching, and it was found that much the same results were obtained. The

lack of latitudinal migration at low latitudes is a slight concern. More realistic models

are probably needed in order to establish whether or not this behaviour is due to the

simplified nature of this mean-field model. An encouraging feature of these calculations

is the fact that these models seem to favour dipolar parity.

6.5 Summary and discussion

One of the primary aims of this chapter was to demonstrate that it is possible to re-

produce many of the observed features of the solar torsional oscillations by modifying

the original dynamo model so that it incorporates the macrodynamic back-reaction of
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the Lorentz force upon the angular velocity profile. The observed polar branch of the

torsional oscillations is reproduced in the simulations only when there is an associated

high-latitude branch to the dynamo. For such solutions, the latitudinal distribution of

the dynamo-generated torsional oscillations is in excellent agreement with the results

from the helioseismological inversions (Vorontsov et al., 2002), with oscillatory branches

at both low and high latitudes. In many respects, the torsional oscillations actually place

a stronger constraint upon solar dynamo models that the observed butterfly diagram,

because they provide information at all latitudes. Another finding of Vorontsov et al.

(2002) is that the torsional oscillations are strongest at the surface of the Sun – this

is rather harder to reconcile with this interface-like dynamo model as this model natu-

rally produces torsional oscillations around the base of the convection zone. A solution

to this problem is obtained by considering models which include the effects of density

stratification. Using a somewhat illustrative density profile, it has been shown that it is

possible for a dynamo that is concentrated around the base of the convection zone to

excite strong oscillations at the surface of the computational domain. Whilst this model

represents a rather simplified version of the solar convection zone, these results do sug-

gest that stratification may provide the key to resolving the potential problem that is

posed by the fact that the radial location of the dynamo and the radial location of the

strongest torsional oscillations seem to be very different. Whilst writing this chapter, I

found a preprint of a very recently submitted paper, in which the authors also investi-

gate the effects of stratification upon the solar torsional oscillations (Covas et al., 2003).

Although the details of the model are rather different from that described here, they

reach similar conclusions regarding the effects of a non-constant density profile upon the

torsional oscillations.

Another important issue that was addressed in this chapter concerned the compati-

bility of solar-like torsional oscillations with the low-τ regime. Brooke et al. (2002) have

claimed that it is not possible to have solar-like torsional oscillations for small values of
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the magnetic Prandtl number, even for very weakly modulated solutions. As, arguably,

the most plausible theory for the long-term modulation of the solar cycle relies upon a

small value for the magnetic Prandtl number, this claim (if true) would have some serious

consequences. In this model, it is found that reducing the value of τ leads to strong mod-

ulation, with prolonged grand minima for small enough values of the magnetic Prandtl

number. Contrary to the suggestion of Brooke et al. (2002), torsional oscillations are

in fact found in this model for low values of τ . Even for strongly modulated solutions,

torsional oscillations can be found provided that the required time-average (which needs

to be subtracted from the total velocity perturbation in order to reveal the torsional

oscillations) is taken over a short enough time-period. The so-called “Prandtl number

dilemma” of Brooke et al. (2002) seems to have been caused by the fact that they used a

latitude-independent method of time-averaging – one thing that this chapter highlights

is the need to make this time-average latitude-dependent. By taking this time-average in

the correct way, it has been shown that torsional oscillations and the modulated low-τ

regime are not incompatible.

An interesting possibility is that torsional oscillations may also be capable of making

more fundamental distinctions between different formulations for the solar dynamo.

Babcock-Leighton models (see, for example, Dikpati and Charbonneau, 1999) rely upon

a meridional circulation which is directed polewards at the surface and equatorwards

at the base of the convection zone. In order to produce a solar-like butterfly diagram,

these models require the flow at the base of the convection zone to be strong enough to

advect the toroidal magnetic field equatorwards – with their meridional flow, Dikpati and

Charbonneau (1999) find that the required Reynolds number for the flow is of the order

of 103 (see equation 4.47). In their model, the polewards flow at the surface is an order

of magnitude larger than the equatorwards flow at the base of the convection zone. The

effects of compressibility suggest that this must be the case for any physically reasonable

flow. Therefore, if this flow is strong enough to advect the magnetic field equatorwards
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at the base of the convection zone, it is reasonable to suppose that this will have a

similarly significant effect on the torsional oscillations at the surface. In particular, it is

difficult to imagine how the surface torsional oscillations, at low latitudes, could continue

to migrate equatorwards, against this strong flow. The only logical conclusion is that

the Reynolds number of this flow is not large enough to cause significant changes to the

torsional oscillation pattern. By corollary, it is then unlikely that the subsurface flow

would be strong enough to cause equatorward propagation of the deep-lying toroidal

field. If any form of circulation-dominated dynamo is to be believed, it must get round

this constraint that is imposed by the torsional oscillations.
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Chapter 7

Dynamos in Rapidly Rotating

Late-type Stars

As discussed in Chapter 1, the Sun is a relatively slowly rotating late-type star. Many

investigations have focused upon the solar dynamo, but with a few exceptions (see, for

example, Kitchatinov et al., 2000), the issue of magnetic field generation in more rapidly

rotating late-type stars has largely been ignored by dynamo theorists. Given that these

stars seem to behave in a rather “non-solar” fashion, with no well-defined magnetic cycles

and large high-latitude starspots (see Section 1.2.3), there must be a different kind of

dynamo mechanism in operation (a possibility first suggested by Knobloch et al., 1981).

The most widely studied rapidly rotating late-type star is the K0 dwarf AB Doradus,

which can reasonably be assumed to be a typical example of a star of this type. This

is a young main sequence star that is rotating approximately 50 times more rapidly

than the Sun. Doppler maps of its surface reveal strong high-latitude magnetic features

and weak low-latitude features. In this chapter, particular emphasis is placed upon the

effects that an increased rotation rate might have upon the internal differential rotation

profile for a star like AB Doradus. A mixture of observational evidence and theoretical

arguments is used to produce a plausible differential rotation profile for stars of this
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type. This rotation profile is then built into the mean-field dynamo models that were

described in Chapter 4, in an attempt to reproduce some of the known key features of

these rapid rotators. The first part of this chapter contains work that was the subject

of a recent paper (Bushby, 2003a).

7.1 Stellar differential rotation

Compared to what we know about the Sun, relatively little is known about the internal

differential rotation of other stars. As discussed in Section 1.3.2, a variety of techniques

have been employed to investigate trends in stellar surface differential rotation. The key

fact that such studies have found is that the time taken for the equator to “lap” the

poles is nearly independent of the rotation rate of the star. For a star like AB Doradus,

this lap-time corresponds to many more rotational periods (approximately 220) than it

does for the Sun (more like 4 or 5 rotational periods). The convection zone in a rapidly

rotating late-type star will therefore appear to be rotating virtually as a solid body.

Given the lack of any other observational information regarding these stars, it is worth

reviewing some observational and theoretical aspects of differential rotation within the

Sun before thinking about more rapidly rotating late-type stars.

Before helioseismology revealed the internal differential rotation profile of the Sun,

dynamo theorists generally made the assumption that the angular velocity distribution

within the Sun is constant along cylindrical surfaces that are aligned with the rota-

tion axis (see, for example, Stix, 1976). The basis for this assumption was the Taylor-

Proudman theorem: if rotation is sufficiently rapid, then the Coriolis force dominates

the dynamics, which leads to a velocity field that does not vary in the direction paral-

lel to the rotation axis. Estimates of the Taylor number (which represents the ratio of

the Coriolis force to the viscous force) within the solar convection zone, suggest that

differential rotation there should be strongly influenced by the Coriolis force. Clearly,
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if dynamics in the solar convection zone are dominated by rotational effects, the same

would undoubtedly be true for AB Doradus. Simulations of compressible convection

in a rotating spherical shell (see, for example, Glatzmaier and Gilman, 1982; Gilman

and Miller, 1986) strongly support the idea that rapid rotation does tend to enforce

cylindrical angular velocity contours. Further evidence of this kind of behaviour comes

from an experiment carried out in a zero-gravity environment (Hart et al., 1986). This

experiment studied thermal convection in a rotating spherical shell, with a simulated

radial “gravity” (provided by imposing a strong electric field across the shell). Rapid

rotation leads to convection rolls which are nearly parallel to the rotation axis at lower

latitudes, and bend towards to poles at higher latitudes. This (so-called) banana cell

pattern is a direct consequence of the dominating influence of the Coriolis force, and we

would expect convection of this type to drive a cylindrical differential rotation pattern.

The key observational facts concerning the solar internal differential rotation, as

inferred from helioseismology, were discussed in Section 1.3.1. The fact that the angular

velocity, within the bulk of the convection zone, is not constant along cylindrical surfaces

– instead it is (approximately) constant along lines of constant latitude – was one of the

major surprises of the initial helioseismological findings. The most plausible explanation

for this behaviour is that the transport of angular momentum by Reynolds stresses

is sufficiently efficient that it is possible to overcome the Taylor-Proudman constraint.

The effects of these Reynolds stresses are very difficult to model numerically, since

fluctuations over small spatial scales must be properly represented at the same time as

the large-scale variations within the convection zone. This separation in spatial scales

covers several orders of magnitude. Having said that, more recent simulations are capable

of entering the turbulent regime and they are beginning to produce differential rotation

profiles that bear a closer resemblance to the Sun than the earlier simulations described

above (see, for example, Miesch et al., 2000; Brun and Toomre, 2002).

Theoretical attempts to model the solar differential rotation often rely on the (so-
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called) Λ-effect, which is a parameterisation of the non-diffusive part of the Reynolds

stress tensor in a rotating fluid (Rüdiger, 1989). In a model which ignored meridional

motions, Küker et al. (1993) found that it was possible to tune the parameters involved

with the Λ-effect in such a way as to produce a solar-like differential rotation profile.

A problem with this model arises when meridional flows are included, since the non-

conservative part of the centrifugal force drives a meridional flow. For a rapidly rotating

system, this meridional flow will tend to redistribute the angular momentum in such a

way as to produce a Taylor-Proudman-like state. Kitchatinov and Rüdiger (1995) man-

age to get round this problem by allowing the turbulent heat transport to be anisotropic

(due to the effects of rotation upon convective turbulence). Such anisotropic conditions

can drive a baroclinic flow which, under the correct circumstances, could counteract the

centrifugally driven meridional flow. In their model, Kitchatinov and Rüdiger (1995)

find that a relatively small heat transport anisotropy, which results in a pole that is a

few degrees warmer than the equator, is sufficient to maintain a solar-like differential

rotation profile. A similar study, carried for a star with a substantially higher angu-

lar velocity, suggests that the angular velocity within the convection zone of a rapidly

rotating late-type star should be approximately constant on cylinders whose axes are

aligned with the rotation axis (Rüdiger et al., 1998). One thing that should be stressed

is that the derivation of these models relies upon linearising the evolution equations

for the small-scale fluctuations. This procedure can be justified for small values of the

Reynolds number, but given that the the Reynolds number is large within stellar con-

vection zones, this approach is certainly open to criticism. Having said that, it is a

self-consistent theory that reproduces many aspects of the solar rotation law.

Although highlighting several important physical ideas, these solar models do not

provide a definitive solution to the problem of stellar differential rotation. It therefore

seems sensible not to rely too heavily upon them for information regarding differential

rotation in rapidly rotating late-type stars. Whilst these models suggest that baroclinic
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effects may be sufficient to counteract the influence of the Coriolis force in the Sun, it

seems unlikely that this situation would persist for much more rapidly rotating stars.

Therefore, it will be assumed that the Taylor-Proudman constraint is satisfied within

the convection zones of stars like AB Doradus, leading to cylindrical angular velocity

contours. The helioseismological data indicate that the solar core is rotating rigidly –

presumably due to the presence of a magnetic field within the core which will eliminate

any differential rotation. Cores in rapidly rotating stars should also be rotating rigidly for

the same reason. In order that there be no net torque upon the core it must be rotating

at some intermediate rate, i.e. more rapidly than the polar regions but slower than the

equator, as observed in the Sun. A shear layer is therefore required at the base of the

convection zone in order to ensure that the angular velocity profile is smooth. This is

directly analogous to the solar tachocline, although the spatial distribution of the shear

is rather different. A shear layer of this form is absent from any of the rapidly rotating

simulations that are described above, which mostly impose stress-free conditions at the

inner and outer radii of the convection zone. This tachocline-like layer is the key new

feature of this model.

In order to apply these ideas to a dynamo model, it is necessary to produce a func-

tional form for Ω(r, θ) that provides a smooth transition from a rigidly rotating core to a

Taylor-Proudman state within the convection zone. After non-dimensionalising with re-

spect to the core angular velocity, the following non-dimensional angular velocity profile

was used:

Ω(r, θ) = 1.0 +
1

2

[

1 + Φ

(

r − 0.7

0.025

)]

(0.0046s− c), (7.1)

where Φ represents the standard error function, s = r sin θ represents the distance from

the rotation axis, and the parameter c controls the difference between the core angular

velocity and the polar angular velocity at the base of the convection zone. The number

0.0046 controls the magnitude of the surface differential rotation – this particular value
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was chosen to mirror the observed lap-time on AB Doradus of about 220 days (Donati

and Collier Cameron, 1997). The base of the convection zone is taken to be at r = 0.7.

The depth of the convection zone in late-type stars is closely related to spectral type,

with “later” late-type stars possessing deeper convective envelopes. This is something

that can be investigated later on, but initially taking r = 0.7 allows easier comparison

with the Sun. The width of the shear layer is controlled by the denominator in the

argument of the error function – the value of 0.025 was chosen so as to match the width

of the shear layer in the analytic profile used for the Sun (equation 5.1). Finally, the

parameter c is initially fixed to be 0.003, which means that the part of the convection

zone that rotates at the same rate as the core, is at mid-latitudes, as observed on the

Sun. As mentioned previously, it is important that there be no net torque upon the

core. In a purely laminar flow it would be possible to calculate the required value of c,

but the presence of Reynolds stresses here removes this possibility, so we have to rely

(principally) upon physical intuition.

A comparison between the proposed rotation profile for a rapid rotator (as given by

equation 7.1) and the analytic fit to the solar rotation profile (as given by equation 5.1)

is shown in Figure 7.1. One of the main things to notice here is the large difference

between the contour spacings in each plot – the differential rotation in the rapid rotator

is relatively small, although the high rotation rate of such stars will compensate for this

effect. Other than the angular velocity distribution within the convection zone, the other

major difference centres around the tachocline region. Although the structure at high

latitudes is similar, for the two profiles, the low-latitude shear is (comparatively) much

weaker in the rapid rotator. This will clearly have a major influence upon the behaviour

of the dynamo, which we would reasonably expect to naturally produce magnetic activity

at high latitudes. This is clearly desirable from the point of view of the production of

polar starspots in rapidly rotating late-type stars.
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Figure 7.1: Contours of constant Ω for a rapid rotator (top) and an analytic fit to the

solar rotation profile (bottom). Within each plot, contours are equally spaced, with

separation 0.0005 for the rapid rotator and 0.025 for the Sun. Darker greys correspond

to slower rotation rates.
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7.2 The dynamo model

Initially, attention is restricted to the αω case where the sole nonlinearity is due to

α-quenching. Given that the justification of the use of the αω limit requires strong

differential rotation relative to the α-effect, it could be argued (in this rapidly rotating

case where the imposed differential rotation is, at least in solar terms, relatively weak)

that the full α2ω equations should be studied. This case shall be examined later on in the

chapter, but it is first useful to have an understanding of the αω limit before extending

parameter space to look at the α2ω case. So, the usual non-dimensionalised equations

can be used:

∂A

∂t
=

α(r, θ)B

1 +B2
+
η(r)

r2

∂

∂r

[

r2∂A

∂r

]

+
η(r)

r2 sin θ

∂

∂θ

[

sin θ
∂A

∂θ

]

(7.2)

− η(r)A

r2 sin2 θ

∂B

∂t
= D

∂(A sin θ)

∂θ

∂Ω

∂r
−D

sin θ

r

∂(Ar)

∂r

∂Ω

∂θ
+

1

r

∂

∂r

[

η(r)
∂(Br)

∂r

]

(7.3)

+
1

r2

∂

∂θ

[

η(r)

sin θ

∂(B sin θ)

∂θ

]

.

As before, these equations are solved numerically for 0 ≤ θ ≤ π and 0.6 ≤ r ≤ 1.0,

and the base of the convection zone is taken to be at r = 0.7. Calculations later on

in the chapter will look at deeper convection zones, which will also obviously require

larger computational domains, but most of the simulations are carried out for this solar-

like domain. The standard boundary conditions are used throughout (see Chapter 4):

A = B = 0 at r = 0.6, θ = 0 and θ = π; at r = 1.0, B = 0 and A matches smoothly

onto a potential field.

To complete the specification of the model, input profiles are required for η(r) and

α(r, θ). As for the case of the solar dynamo, it is reasonable to suppose that the magnetic

diffusivity within the convection zone of a rapidly rotating star should be enhanced by
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the effects of turbulence. So, the magnetic diffusivity profile that is used here is identical

to that used for the solar dynamo (equation 5.2):

η(r) =

(

1 − ηc

2

)[

1 + Φ

(

r − 0.7

0.025

)]

+ ηc, (7.4)

where Φ is the error function, and ηc is the ratio of magnetic diffusivities. As for the solar

dynamo, ηc is initially set equal to 0.01 for these simulations, although the sensitivity

of the dynamo to different values of ηc must (again) be investigated. For α(r, θ), as in

Chapter 5, two different cases are investigated: an α-effect that is distributed throughout

the convection zone, and an α-effect that is confined to the base of the convection zone

(driven by, for example, the magnetic buoyancy instability). For the distributed case:

α(r, θ) =
1

2

[

1 + Φ

(

r − 0.7

0.025

)]

cos θ, (7.5)

and for the case where α is confined to the base of the convection zone:

α(r, θ) = f(θ) exp

[

−
(

r − rα

0.025

)2
]

, (7.6)

for some value of rα ∈ [0.7, 0.75]. It was shown in Chapter 5 that the spatial dependence

of the α-effect plays a major role in determining the spatial distribution of the magnetic

fields that are generated by the dynamo. The latitudinal distribution is controlled by the

function f(θ). In this model, it is natural to assume that f(θ) = cos θ is an appropriate

choice for this function. Given the results from the solar dynamo calculations, it is

important to test the sensitivity of the dynamo to changes in f(θ) and, although most

of the calculations that are described in this chapter are carried out for f(θ) = cos θ, a

few simulations are carried out for an α-effect that is suppressed at high latitudes.
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7.3 Numerical results

7.3.1 A distributed α-effect

Given the comparatively weak shear layer, relatively high critical dynamo numbers are

to be expected in these simulations. Taking ηc = 0.01 and a distributed α-effect (given by

equation 7.5), the critical dynamo numbers are approximately 4.5×106 and −5.5×106,

for positive and negative values ofD respectively. These critical values are approximately

50 times larger than those found for the equivalent calculations carried out for the Sun

(see Section 5.2.1). An examination of the two differential rotation profiles, as shown

in Figure 7.1, explains this quantitative difference – the contour spacing on these two

plots, which determines the magnitude of the differential rotation, differs by a factor of

50.

For positive values of the dynamo number, oscillatory behaviour is found. Figure 7.2

shows contours of toroidal field, at the base of the convection zone, for D = 1.6 × 107.

This solution is very similar to that found for the equivalent case for the solar dynamo

(Figure 5.5), with strong fields at high latitudes at the base of the convection zone. This

situation was unacceptable from the point of view of modelling the observed magnetic

activity within the Sun, but it could be more applicable to more rapidly rotating stars.

The activity at the base of the convection zone is dominated by the region of negative

radial shear at high latitudes. Further information regarding the spatial distribution of

the magnetic fields is given in Figure 7.3, which shows a snapshot of the toroidal field

distribution at the end of a computational run. One of the most important features

in this plot is the presence of significant magnetic activity well within the convection

zone itself, at lower latitudes. The peak toroidal field within the convection zone is

actually comparable to the peak field that is found within the overshoot layer. These

“distributed” low-latitude oscillations are driven by the weak radial shear within the

convection zone itself. Increasing the value of D does not affect the behaviour of the
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Figure 7.2: Contours of constant toroidal field, plotted against latitude and time, at the

base of the convection zone (r = 0.7), for the distributed α-effect. Contours are equally

spaced, solid lines correspond to positive values of B, dashed lines correspond to negative

values. The α-effect is distributed throughout the convection zone and D = 1.6 × 107.

dynamo – oscillatory solutions are found for all values that were investigated. If a dynamo

of this sort were operating within a rapidly rotating star, it is reasonable to suppose that

we would observe surface magnetic features at all latitudes. The strong toroidal fields

that accumulate within the stably stratified overshoot layer, at high latitudes, will be

susceptible to the magnetic buoyancy instability (assuming that it is not suppressed by

the radial shear), which will lead to high-latitude magnetic features at the surface. The

distributed portion of the dynamo, by the combined action of convection and magnetic

buoyancy, will presumably lead to low-latitude features.

For all negative values of the dynamo number, the strong latitudinal shear within

the convection zone of the solar model produced a steady mode. The latitudinal shear
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Figure 7.3: The spatial distribution of toroidal field at the end of a computational run, for

the distributed α-effect. Contours are equally spaced, solid lines correspond to positive

values of B, dashed lines correspond to negative values. The α-effect is distributed

throughout the convection zone and D = 1.6 × 107.

resulting from this new differential rotation profile is less intense than that seen in

the solar rotation profile, so it may not play such a dominant role. In fact, for mod-

erately supercritical values of D, oscillatory solutions are found. Figure 7.4 shows the

behaviour of the toroidal field at the base of the convection zone, for D = −1.6×107 and
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Figure 7.4: The top plot is as Figure 7.2, but for D = −1.6 × 107. The bottom plot is

for a quadrupolar steady mode with D = −1.0 × 108, and shows the dependence of the

toroidal field at the base of the convection zone (r = 0.7) upon latitude.
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D = −1.0 × 108. Again, for moderately supercritical values of the dynamo number we

see oscillatory solutions with strong features at high latitudes, and distributed activity

at lower latitudes. The solution is also rather time-dependent – this is presumably a

consequence of the convection zone modes interacting with the interface modes which

are driven by the shear in the tachocline at the base of the convection zone. For larger

values of D (D ∼< −6.4× 107), the latitudinal shear is able to drive a steady mode. Nei-

ther of these solutions are confined to a small range of latitudes, so would presumably

(again) lead to the appearance of magnetic features at all latitudes on the surface of a

rapidly rotating late-type star.

Looking at these results, it is difficult to see how any of the solutions that are found

for this distributed α-effect could produce polar features that were significantly stronger

than those at low latitudes. Another criticism that can be applied to a distributed α-

effect concerns the issue of quenching. As described in Section 2.3.3, it is possible that

an α-effect that is driven by turbulent convection may be suppressed by substantially

sub-equipartition magnetic fields. This would imply that it would be very difficult, for

a distributed α-effect, to produce equipartition magnetic fields anywhere within the

convection zone of a rapidly rotating star. This would obviously restrict the magnitude

of the peak magnetic fields that emerge at the surface. Finally it should also be noted

that the distributed part of the dynamo may be particularly sensitive to the use of the

αω approximation. Oscillations within the convection zone are driven by the very weak

differential rotation – if the α-effect is strong, it is reasonable to suppose that differential

rotation within the convection zone may not be the dominant regenerative mechanism

for the toroidal field. These considerations suggest that a distributed α-effect is unlikely

to be the dominant form for the α-effect within rapidly rotating late-type stars.
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Figure 7.5: Contours of constant toroidal field, plotted against latitude and time, at the

base of the convection zone (r = 0.7). Contours are equally spaced, solid lines correspond

to positive values of B, dashed lines correspond to negative values. f(θ) = cos θ, ηc =

0.01, rα = 0.725 and D = −6.4 × 107.

7.3.2 An α-effect confined to the base of the convection zone

The other obvious possible location for an α-effect is around the base of the convection

zone. In these simulations α(r, θ) is given by equation (7.6), and rα and f(θ) are initially

taken to be 0.725 and cos θ respectively. As for the distributed case, ηc is set equal to 0.01.

For negative values of D, dynamo action sets in at about D = −3.4×107. The resulting

dynamo oscillations are confined to high latitudes and, driven by the radial shear at the

base of the convection zone, they migrate polewards. This behaviour is illustrated by

Figure 7.5, which shows contours of toroidal field, at the base of the convection zone,

for D = −6.4×107. As would be expected, the dynamo is confined to the region around

the base of the convection zone. This spatial distribution is shown in Figure 7.6.
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Figure 7.6: The spatial distribution of toroidal field at the end of a computational run.

Contours are equally spaced, solid lines correspond to positive values of B, dashed lines

correspond to negative values. f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D = −6.4 × 107.

Solutions of this form were found for the solar dynamo, for these values of the

parameters, for moderately supercritical dynamo numbers. However, a modest increase

in the magnitude of the dynamo number led to the suppression of these oscillations by

a steady mode. No steady modes are observed here, which is presumably a consequence

of the fact that the latitudinal shear plays a less dominant role in the dynamo model,
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Figure 7.7: As Figure 7.5, but here f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D =

−4.0× 108. Note the strong high-latitude branch and the appearance of only very weak

low-latitude oscillations.

with this modified differential rotation profile. For the “rapid rotator” model that is

described here, the behaviour that is shown in Figures 7.5 and 7.6 seems to be remarkably

insensitive to changes in the magnitude of the dynamo number. Magnetic activity is

confined entirely to high latitudes, at the base of the convection zone, until D is made

more negative than about −4.0 × 108. Figure 7.7 shows contours of constant toroidal

field at the base of the convection zone, for D = −4.0 × 108. There is now a weak

low-latitude oscillatory branch to the dynamo, in addition to the strong high-latitude

features. The fact that this low-latitude branch only occurs for highly supercritical values

of the dynamo number is due to the fact that the low-latitude shear in the differential

rotation profile is extremely weak. There is now also evidence of (slight) modulation in

the total magnetic energy along with some fragmentation in the high-latitude oscillatory
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Figure 7.8: As Figure 7.5 but with f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D = 6.4×107.

This solution is characterised by high-latitude oscillations which migrate equatorwards.

branch. Despite these additional features this does not change the fact that, for all

negative values of D, there are strong magnetic fields at high latitudes.

Very similar results are obtained for positive values of the dynamo number. The

critical dynamo number is slightly larger (approximately 3.7 × 107), but moderately

supercritical dynamo numbers, as shown in Figure 7.8, still produce high latitude os-

cillations that are confined to the base of the convection zone. The only qualitative

difference is due to the change of sign of the dynamo number: the oscillations now

propagate equatorwards rather than polewards. As for negative values of the dynamo

number, a large increase in the magnitude of the dynamo number is required in order to

excite low-latitude oscillations. Figure 7.9 shows contours of toroidal field at the base of

the convection zone for D = 4.0 × 108. This is virtually identical to the solution shown

in Figure 7.7, apart from the reversal in the direction of propagation of the magnetic
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Figure 7.9: As Figure 7.5, but here f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D = 4.0×108.

fields.

The key fact to note about these simulations is that strong high latitude oscillatory

magnetic activity occurs over a wide range of both positive and negative values of the

dynamo number. It is possible to excite low-latitude oscillations, but only for highly

supercritical values of the dynamo number. This tendency to produce polar magnetic

fields is a direct consequence of the fact that the tachocline is concentrated at high

latitudes. The results from this model clearly highlight a possible cause for the existence

of high-latitude starspots on rapidly rotating stars.

7.3.3 Robustness of results

In a model of this form, it is important to determine the sensitivity of the results to

small changes in the parameters, particularly given that there are several aspects of

the model that are (observationally) poorly constrained. Given the fact that solutions
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corresponding to negative values of D seem to be more sensitive to these small changes,

the discussion here will concentrate upon negative values of the dynamo number. Positive

values of D always seem to produce oscillatory modes, which are similar in form to those

described above.

Variations in the value of ηc

For the solar dynamo calculations that were described in Chapter 5, it was found that the

qualitative form of the solution was relatively sensitive to the magnitude of the ratio of

magnetic diffusivities, ηc. For negative values of the dynamo number, larger values of ηc

tended to favour interface modes, driven by the radial shear, whilst smaller values tended

to produce steady modes that are driven by the latitudinal shear. Additional simulations

were carried out for the model described in Section 7.3.2, for ηc = 1.0 × 10−4 and

ηc = 0.1. It was found that the results are qualitatively insensitive to these variations,

with oscillatory interface modes occurring for all the values of the dynamo number that

were investigated. These solutions are virtually indistinguishable in form from those that

were described in Section 7.3.2. As discussed in Chapter 5, the smaller the value of ηc,

the more the diffusive transport of magnetic fields is suppressed within the overshoot

layer. This leads to an increased build-up of poloidal field, with a strong latitudinal

component, just below the interface. In the solar case, the interaction of this latitudinal

component of the magnetic field with the latitudinal shear resulted in the production of

a steady mode, for negative values of the dynamo number. In this rapid rotator model,

the latitudinal shear clearly plays a less dominant role and the preferred solution remains

oscillatory, with strong high-latitude features.

Variations in the value of rα

Another parameter that can be varied is rα – this controls the overlap between the

tachocline and the α layer, with larger values of rα corresponding to a smaller overlap.
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Figure 7.10: The top plot is a dipolar steady mode with D = −6.4× 107 and rα = 0.75.

It shows the dependence upon latitude of the toroidal field at the base of the convection

zone (r = 0.7) upon latitude. The bottom plot is as Figure 7.5, but here D = −6.4×107

and rα = 0.7.
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In the solar calculations, negative values of the dynamo number were found to produce

steady modes for larger values of rα and oscillatory modes for smaller values. The value

rα = 0.725 represented a borderline case, with mildly supercritical values of D producing

oscillatory magnetic fields and larger values producing steady modes. It has already been

shown in this rapid rotator model that rα = 0.725 seems to favour only oscillatory modes.

This is again evidence of the reduced influence of the latitudinal shear, which appears

to be the driving force behind the production of steady modes. A series of simulations

were carried out for rα = 0.7 and rα = 0.75. Figure 7.10 shows the behaviour of the

toroidal field, at the base of the convection zone, for D = −6.4 × 107 for both of these

cases. The main difference that is caused by taking the smaller value of rα is, as would

be expected, a marked reduction in the magnitude of the critical dynamo number. For

supercritical values of D, the oscillatory pattern is very similar to that found previously.

For rα = 0.75, steady modes seem to be preferred for negative values of the dynamo

number. As shown in Figure 7.10, the resulting toroidal magnetic field is distributed

over all latitudes, showing no particular preference for high or low latitudes. Despite the

appearance of this steady mode for larger values of rα, there does seem to be a relatively

large range of values of rα which favour dynamos which are dominated by oscillatory

high-latitude magnetic activity.

Variations in the rotation profile

Although it is based upon plausible physical arguments, the functional form for Ω(r, θ)

represents one of the most uncertain aspects of the model. It has been shown that a

tachocline that is concentrated at high latitudes naturally gives rise to polar magnetic

fields. Clearly, the latitudinal distribution of the magnetic fields will depend closely upon

the nature of this tachocline. The constant c, that is given in equation (7.1), is the key

parameter in the determination of the spatial form of the tachocline – so far c has been

set equal to 0.003. As mentioned previously, although it is not possible to calculate the
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correct value of c, it is important that it should imply that there is no net torque upon

the core. In the case of the Sun, as shown in Figure 7.1, it appears that a weak shear

at low latitudes (at the base of the convection zone) can balance a much stronger shear

at high latitudes. This is possible due to the fact that the distance from the rotation

axis, at the base of the convection zone, is greatest at low latitudes. Because of this,

a relatively weak shearing motion at low latitudes can still lead to a large torque – a

much larger shear is required at high latitudes in order to provide a torque of equal

magnitude. A comparison of the solar rotation profile (as shown in Figure 7.1) with that

postulated for the rapid rotator, highlights several important points. In both rotation

profiles, the core rotates at a rate that is comparable with fluid at mid-latitudes within

the convection zone. As we go to higher latitudes (at the base of the convection zone)

within the Sun, there is a rapid transition to a region of strong negative radial shear.

This transition is much more gradual for the rapid rotator, which means that we need

to go to higher latitudes to find a strong negative radial shear. Applying the ideas that

were discussed above, this will lead to a reduction in the torque due to the negative

radial shear in the rapid rotator when compared to the equivalent negative radial shear

within the Sun. It therefore seems plausible that only a very weak radial shear at low

latitudes should be sufficient to ensure that there is no net torque on the core of this

rapid rotator.

Additional sets of simulations were carried out for two different core rotation rates:

this corresponded to perturbing the parameter c to c = 0.0025 and c = 0.0035. The

resulting rotation profiles are shown in Figure 7.11. For c = 0.0025, we have a core that

is rotating slightly less rapidly with respect to the convection zone – this results in a

weaker shear at high latitudes and a stronger shear layer at low latitudes at the base

of the convection zone. Taking c = 0.0035 results in a more rapidly rotating core with

a virtually non-existent radial shear at low latitudes. It is possible that neither of these

modified profiles represents a rotation profile for which the net torque will vanish on the
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Figure 7.11: Contours of constant Ω for a rapid rotator with c = 0.0025 (top) and

c = 0.0035 (bottom). Within each plot, contours are equally spaced, with separation

0.0005. Darker greys correspond to slower rotation rates.
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core. In the c = 0.0025 case it seems unlikely that the weaker shear at high latitudes

could balance the torque due to the stronger shear at lower latitudes, whilst the absence

of any significant positive shear at the base of the convection zone for c = 0.0035

will cause a similar problem. Given that these probably represent “borderline” cases it

is worth briefly investigating their properties – if strong high-latitude features are still

found, we can be confident that this is a robust feature of the model. Unsurprisingly, the

strong shear at high latitudes for c = 0.0035 leads to polar features – these are similar in

form to those described previously, so will not be discussed further here. For c = 0.0025,

mildly supercritical dynamo numbers lead to oscillations that are concentrated into high

latitudes at the base of the convection zone, as shown in Figure 7.12. More supercritical

values of the dynamo number lead to the appearance of low-latitude oscillations in

addition to these high-latitude features. The key result here is that, whether or not

there is activity at low latitudes, these modified profiles still result in dynamo action,

the dominant feature of which is activity at high latitudes.

Variations in the function f(θ)

So far it has been shown that, provided the overlap between the α layer and the

tachocline is sufficiently large, an α-effect that is confined to the base of the convec-

tion zone leads naturally to high-latitude oscillatory magnetic fields. All the results so

far have been obtained for an α-effect that is strongest at the poles, with f(θ) = cos θ

(see equation 7.6). For the solar dynamo calculations, it was found that the most solar-

like solutions were found for an α-effect that is restricted to lower latitudes. In those

calculations, it was argued that the strong radial shear at mid to high latitudes may

suppress the non-axisymmetric magnetic buoyancy modes necessary for the operation

of an α-effect. This led to the concentration of a magnetic buoyancy-driven α-effect into

low latitudes, where the shear is weaker. There is no compelling reason for adopting a

“truncated” α-profile of this form for these simulations for rapidly rotating stars. Given
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Figure 7.12: As Figure 7.5, but for a modified differential rotation profile. f(θ) = cos θ,

ηc = 0.01, rα = 0.725, c = 0.0025 and D = −6.4× 107. Oscillations are confined to high

latitudes and have a small latitudinal range.

the uncertainties involved with the postulated differential rotation profile, it is impos-

sible to decide whether or not the radial shear at high latitudes is strong enough to

suppress the magnetic buoyancy instability there. Also, it has been assumed that the

Coriolis force is highly influential in these rapidly rotating stars, and we might expect

the twisting effect of loops of magnetic flux to be greatest at the poles. Having said that,

it is worth briefly investigating the effects of having a truncated α-profile in a model of

this form.

A few simulations have been carried out using truncated α-effects. Taking f(θ) =

cos θ sin2 θ corresponds to an α-effect that is truncated at the poles, but is not partic-

ularly concentrated into low latitudes. The critical dynamo number is now very large

(approximately −1.7 × 108) and moderately supercritical dynamo numbers again pro-
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Figure 7.13: As Figure 7.5, but here f(θ) = cos θ sin2 θ, ηc = 0.01, rα = 0.725, D =

−4.0 × 108. Note that the polar branch of the dynamo is still stronger than the low-

latitude branch.

duce oscillations that are confined to high latitudes – the toroidal field distribution is

similar to that shown in Figures 7.5 and 7.6. Increasing the magnitude of D results in

the excitation of oscillations at low latitudes. Figure 7.13 shows contours of toroidal field

at the base of the convection zone for D = −4.0× 108. Even for this truncated α-effect,

it is clear that the polar branch is still stronger than the low-latitude branch. It is in-

teresting to compare this solution with the equivalent solution from the solar dynamo

calculations – for the solar dynamo it was found that this form for the α-effect produced

branches at high and low latitudes of a similar strength. The fact that polar features are

still dominant for this rapid rotator model is a reflection of the fact that the tachocline

is mainly confined to high latitudes. Setting f(θ) = cos θ sin4 θ gives an α-effect that is

concentrated at low latitudes and results in an even higher value for the critical dynamo
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Figure 7.14: As Figure 7.5, but here f(θ) = cos θ sin4 θ, ηc = 0.01, rα = 0.725, D =

−4.0 × 108.

number (approximately −3.0×108). For this heavily truncated α-effect, the polar branch

is never lost entirely, but the low-latitude branch is now definitely stronger, as shown in

Figure 7.14. One thing that should be noted here is that the critical dynamo numbers

have become very large – it is quite possible that, despite their very high rotation rates,

such large values for D are unattainable in these stars.

These results emphasise the fact that it is not enough simply to have a tachocline

that is confined to high latitudes: the distribution of the α-effect is also very important

in terms of the spatial distribution of the magnetic fields. If the α-effect is restricted to

low latitudes, polar features cease to dominate the resulting dynamo. As stated above,

other than what has been seen in the solar dynamo calculations, there seems to be no

obvious reason for choosing such a truncated α-effect, particularly given that we know

that strong polar features are observed upon the surfaces of these rapidly rotating late-
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Figure 7.15: As Figure 7.5, but for a simulation involving the macrodynamic nonlinearity.

f(θ) = cos θ, ηc = 0.01, rα = 0.725 and D = −6.4 × 107.

type stars. This issue highlights our lack of a detailed understanding of the nature of

the α-effect – rather than being able to theoretically predict, in advance, the spatial

distribution of α(r, θ), we have to rely upon observations to constrain the α-effect. This

problem will be discussed at greater length in the final chapter. For the rest of this

chapter, it will simply be assumed that f(θ) is always given by cos θ, so that the α-effect

is indeed strongest at the poles.

A macrodynamic nonlinearity

Recent observations of AB Doradus suggest that its equatorial rotation rate may be

time-dependent, with maximal starspot coverage apparently coinciding with the small-

est surface differential rotation (Collier Cameron and Donati, 2002). The most natural

explanation for this behaviour is that these variations in differential rotation are a conse-
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quence of the dynamical back-reaction of the Lorentz force upon the differential rotation.

By adapting the model that was used in Chapter 6, it is possible to investigate how this

rapid rotator model is effected by the inclusion of this macrodynamic nonlinearity. Given

that only azimuthal velocity perturbations are considered, it is not possible to include

Coriolis effects in this model. Since the justification for the unperturbed differential ro-

tation profile relies heavily upon the influence of the Coriolis force, this is not wholly

satisfactory. Whilst noting this problem, it still seems worthwhile to briefly test the

sensitivity of the model to this change in nonlinearity, at least up to moderately su-

percritical values of the dynamo number. It is found that the results seem to be highly

insensitive to the choice of nonlinearity. For an α-effect that is distributed throughout

the convection zone, dynamo action is found at all latitudes with substantial magnetic

activity occurring within the convection zone itself. Confining the α-effect to the base of

the convection zone, with f(θ) = cos θ, leads to strong oscillations at high latitudes at

the base of the convection zone. This is illustrated by Figure 7.15, which shows contours

of toroidal field at the base of the convection zone for D = −6.4 × 107. So, despite

this change of nonlinearity, high latitude features are still preferred for this form of the

α-effect.

7.4 The α2ω model

When relating these results to rapidly rotating late-type stars, it is important to bear

in mind that such stars rarely display smooth cyclic behaviour, as discussed in Sec-

tion 1.2.1. Whilst the model that has been presented here does produce solutions that

are dominated by activity at high latitudes, such solutions are oscillatory in nature.

Therefore this model clearly does not tell the whole story. One possibility that should

be considered is that dynamos in rapidly rotating stars may be of α2ω-type rather than

operating in the αω regime. On the basis of an asymptotic study of dynamos in late-
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type stars, this idea has already been suggested by Paternò et al. (2002). Certainly, this

proposal is supported by the fact that a larger Coriolis force should enhance the α-effect

in such stars. In order to fully assess possible aspects of dynamo action within these

stars, this idea should be investigated.

Assuming that the sole nonlinearity is due to α-quenching, the α2ω equations are

given by (see Section 4.4.3):

∂A

∂t
= Rα

α(r, θ)B

1 + |B|2 +
η(r)

r2

∂

∂r
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As described in Section 4.4.3, the fact that the toroidal component of the magnetic

field might no longer be significantly larger than the poloidal component means that

α-quenching should now be taken to depend upon |B| rather than B. There are now

two non-dimensional parameters: Rα = αoR∗/ηt and Rω = ΩoR
2
∗
/ηt, where αo is a

representative value of the α-effect, R∗ is the radius of the star, Ωo is the core angular

velocity and ηt is the peak (turbulent) magnetic diffusivity. The approach that is followed

here is to fix Rω and then to vary Rα. Picking a “reasonable” value forRω clearly depends

closely upon the value of ηt, since Ωo and R∗ are relatively well-determined for a star

like AB Doradus. Throughout these simulations we take Rω = 7.0 × 105. For a star

of the same size as the Sun, but rotating 50 times more rapidly, this corresponds to

taking ηt ≃ 1.0 × 1012cm2s−1. Although somewhat arbitrary, this kind of value for the
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turbulent magnetic diffusivity has been utilised in solar mean-field dynamo models (see,

for example Markiel and Thomas, 1999), and it probably results in a value for Rω that

is physically realistic.

For an α-effect that is distributed throughout the convection zone, the results for

positive values of Rα are qualitatively very similar to those found for the αω case.

Oscillatory solutions are found for Rα ∼> 7.0, and these persist as Rα is increased. Like

the solutions that were described in Section 7.3.1, these oscillations are characterised

by strong magnetic fields at high latitudes (at the base of the convection zone) and a

significant distributed part of the dynamo at mid to low latitudes within the convection

zone. For negative values of Rα, oscillatory solutions are found for Rα ∼< −8.0. As Rα

is decreased, these oscillations persist until Rα ∼< −20.0 when the preferred solution

becomes a dipolar steady mode. Again, this is qualitatively very similar to the results

described in Section 7.3.1 so not much more needs to be said here. Having said that, it

is worth noting that this steady mode appears for a value of Rα that is only 2 or 3 times

larger than its critical value – for the αω case, the onset of the steady mode occurred

for rather more supercritical values of the dynamo number. The α2ω approximation

therefore seems to promote the appearance of the steady mode for negative values of

Rα when compared to the equivalent αω case.

For the αω case, more promising results were obtained for an α-effect that is confined

to the base of the convection zone – for these α2ω simulations, we again take f(θ) = cos θ

and rα = 0.725. As for the distributed case, results for positive values of Rα seem to be

qualitatively similar to those found for positive values of the dynamo number for the αω

case. For Rα ∼> 33.0, dynamo action is confined to the base of the convection zone and

high latitudes. As would be expected for a positive value of RαRω (which is equal to

the dynamo number), the magnetic field migrates equatorwards as the cycle progresses.

Low-latitude features are observed once Rα is increased beyond about 100.0. For negative

values of Rα, a new solution is found. The critical value of Rα is approximately −30.0,
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and mildly supercritical values of Rα produce oscillatory solutions which, like the αω

case, are restricted to high latitudes at the base of the convection zone. However, once

Rα ∼< −75.0, these oscillations are suppressed by a new type of steady mode. Figure 7.16

shows the spatial distribution of the toroidal magnetic field at the end of a computational

run, for Rα = −100.0. This clearly shows that the toroidal field distribution, for this

steady mode is concentrated at the base of the convection zone, at high latitudes. The

action of magnetic buoyancy on this toroidal field would give rise to magnetic flux

appearing at the surface at high latitudes. This solution therefore presents the possibility

of a polar spot without the dynamo being oscillatory in nature.

7.5 A deeper convection zone

All the calculations that have been described in this chapter (so far) have been carried

out for a solar-like computational domain. The inner radius of the computational domain

is taken to be at r = 0.6, and the input profiles are chosen so as to imply that the base

of the convection zone occurs at r = 0.7. The reason for this choice of domain was

simply to allow easier comparison with the results that were found in the solar dynamo

calculations. With this solar-like convection zone, the main fact that has emerged from

these simulations is that the negative radial shear at high latitudes plays a key role

in the behaviour of the dynamo. It is thought that cooler main-sequence stars have a

deeper convective envelope than the Sun and it is therefore important to establish what

effect this may have upon dynamo action in rapidly rotating late-type stars.

It is reasonably straightforward to adapt this model in order to investigate a star

with a deeper convection zone. Two cases have been examined: one where the base of

the convection zone occurs at r = 0.5, in the other it occurs at r = 0.3. The inner radius

of the computational domain is adjusted accordingly so that the inner radius occurs 0.1

of a stellar radius below the base of the convection zone. Given the increased size of the
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Figure 7.16: The spatial distribution of toroidal field at the end of a computational run,

for the α2ω case. Contours are equally spaced, solid lines correspond to positive values

of B, dashed lines correspond to negative values. f(θ) = cos θ, ηc = 0.01, rα = 0.725

and Rα = −100.0.

computational domain, higher numbers of radial grid-points are required to achieve the

same level of resolution – this was adjusted appropriately for each set of simulations.

In order to reflect the fact that the location of the base of the convection zone has

changed, equations (7.4) and (7.5) also need to be modified so that the transition from
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Figure 7.17: Contours of constant Ω for a rapid rotator. In the top plot, the base of the

convection zone occurs at r = 0.5, in the bottom plot, it occurs at r = 0.3. Within each

plot, contours are equally spaced, with separation 0.0005. Darker greys correspond to

slower rotation rates.
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Figure 7.18: Contours of constant toroidal field, plotted against latitude and time, at

the base of a deeper convection zone (r = 0.5). Contours are equally spaced, solid lines

correspond to positive values of B, dashed lines correspond to negative values. The

α-effect is distributed throughout the convection zone, ηc = 0.01 and D = −4.0 × 106.

the overshoot layer to the turbulent convection zone occurs at the correct place (0.7

becomes 0.5 or 0.3 accordingly). Finally, the differential rotation profile needs to be

altered. This requires not only a change in the location of the transition region, but also

the parameter c (given in equation 7.1) needs to be altered in order to preserve the fact

that the net torque upon the core should be zero. The following profiles are used:

Ω(r, θ) = 1.0 +
1

2

[

1 + Φ

(

r − 0.5

0.025

)]

(0.0046s− 0.0021), (7.9)

and

Ω(r, θ) = 1.0 +
1

2

[

1 + Φ

(

r − 0.3

0.025

)]

(0.0046s− 0.0011), (7.10)
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Figure 7.19: The spatial distribution of toroidal field at the end of a computational run.

Contours are equally spaced, solid lines correspond to positive values of B, dashed lines

correspond to negative values. The parameters are identical to those given in Figure 7.18.

where Φ and s are defined as before. These two rotation profiles are shown in Figure

7.17. It is immediately apparent that a deeper convection zone implies a smaller region of

radial shear at high latitudes, both in terms of magnitude and in terms of spatial extent.

It seems highly probable that this will have a dramatic effect upon the behaviour of the

dynamo.
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For the model where the base of the convection zone occurs at r = 0.5, the results

are not dissimilar to those found previously, although there are obviously quantitative

changes. For an α-effect that is distributed throughout the convection zone, this deeper

convection zone results in a smaller critical dynamo number (approximately −1.0×106).

Figure 7.18 shows contours of constant toroidal field at the base of the convection zone,

for D = −4.0 × 106. Given the absence of a strong high-latitude branch, it is clear that

the tachocline region plays only a minor role in the generation of these oscillations. A

plot showing the spatial distribution of this solution is shown in Figure 7.19. These

oscillations are driven primarily by the weak differential rotation within the convection

zone, with the peak fields of this distributed dynamo occurring at low latitudes. For an

α-effect that is confined to the base of the convection zone (with f(θ) = cos θ and rα =

0.525), the critical dynamo number is much larger than for the equivalent simulations

with the shallower convection zone. This is a reflection of the fact that the shear layer at

high latitudes is weaker. Although the critical value has not been determined accurately,

D = −1.0×108 represents a mildly supercritical value of the dynamo number. This value

for D leads to oscillatory magnetic fields that are confined to high latitudes at the base

of the convection zone. As the magnitude of D is increased, it is possible to excite low-

latitude oscillatory features, as shown in Figure 7.20, although this low-latitude branch

is always much weaker than the high-latitude branch. Other than the significant changes

in the values of the critical dynamo numbers, these results are similar to those described

in Section 7.3.2, for the shallower convection zone.

Increasing the depth of the convection zone still further, so that the base of the

convection zone occurs at r = 0.3, leads to a more pronounced change in the qualitative

behaviour of the dynamo. For a distributed α-effect, the solutions seem to be virtually

identical to those found for the previous case. Given that the tachocline did not play a

major role there, it is unsurprising that these solutions should be largely unaffected by a

reduction in the strength of this shear layer. For an α-effect that is confined to the base
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Figure 7.20: Contours of constant toroidal field, plotted against latitude and time, at

the base of a deeper convection zone (r = 0.5). Contours are equally spaced, solid lines

correspond to positive values of B, dashed lines correspond to negative values. The α-

effect is confined to the base of the convection zone, f(θ) = cos θ, rα = 0.525, ηc = 0.01

and D = −4.0 × 108.

of the convection zone, the critical dynamo number is now very large (approximately

−4.0× 108). Even for mildly supercritical dynamo numbers, the low-latitude oscillatory

branch of the dynamo is similar in strength to the high-latitude branch. This is due to the

fact that the dynamo number is extremely large – strong enough to excite oscillations at

low latitudes, where the radial shear is weak – and the shear at high latitudes is weaker

than in previous models. Figure 7.21 shows contours of toroidal field, at the base of the

convection zone, for D = −9.0 × 108. As can clearly be seen in this diagram, one result

of this very deep convection zone is that the dynamo is no longer dominated by high

latitude features, with activity evenly distributed over all latitudes. We would therefore
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Figure 7.21: Contours of constant toroidal field, plotted against latitude and time, at

the base of a deeper convection zone (r = 0.3). Contours are equally spaced, solid lines

correspond to positive values of B, dashed lines correspond to negative values. The α-

effect is confined to the base of the convection zone, f(θ) = cos θ, rα = 0.325, ηc = 0.01

and D = −9.0 × 108.

expect late-type stars with very deep convection zones to have surface magnetic features

distributed over all latitudes.

There are several important points that are raised by the results from these sim-

ulations. One of the most important of these concerns the influence of the core. As

seen above, the assumption that there must be no net torque upon the core leads to

the radial shear at high latitudes having less of an effect within stars that have deeper

convection zones. For a very deep convection zone, it appears that the magnitude of

this high-latitude shear may be sufficiently reduced that magnetic field generation is

no longer predominantly confined to the poles. It should also be noted that the critical

239



dynamo numbers for these interface modes become very large as the magnitude of this

shear decreases. Stars that have very deep convective envelopes may then favour dynamo

action that is distributed throughout the convection zone, rather than being confined

to its base.

Another way of looking at this is by considering the so-called “tangent cylinder”,

which is the cylindrical surface which has the same radius as the core and shares its

axis with the rotation axis. Within this tangent cylinder, there is a shear layer at the

base of the convection zone which drives an oscillatory interface mode at high latitudes.

Outside the tangent cylinder, at low latitudes, the radial shear is much weaker and a

much higher dynamo number is required in order to excite oscillatory behaviour. By

reducing the size of the core, we are reducing the size (and importance) of the tangent

cylinder. The tangent cylinder is also thought to play a key role in the geodynamo, the

behaviour of which is also strongly influenced by rapid rotation (for recent reviews see,

for example, Fearn, 1998; Jones, 2000).

7.6 Summary and discussion

Observations of rapidly rotating late-type stars suggest that the surface differential

rotation on such stars is relatively small when compared to that seen on the Sun. Given

the strong dependence of mean-field dynamo models upon differential rotation, we would

expect the dynamo regime in a star like AB Doradus to be very different from that

operating within the Sun. The differential rotation profile that is used here is based

upon several assumptions, most notably that the Taylor-Proudman constraint enforces

cylindrical angular velocity contours within the convection zone. If the core is taken to

be rotating rigidly, as observed in the Sun, a tachocline-like region is required at the base

of the convection zone in order to ensure that the angular velocity profile is smooth. The

form of this tachocline region is rather different from that seen at the base of the solar
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convection zone, in that it is concentrated primarily at high latitudes. In an αω dynamo

model, a region of strong radial shear at high latitudes is likely to favour magnetic

activity there. For an α-effect that is confined to the base of the convection zone, this is

precisely what is observed. The resulting oscillations remain confined to high latitudes,

around the base of the convection zone, over a very large range of values of the dynamo

number – highly supercritical values of D are required to excite even weak oscillations

at low latitudes. This definite preference towards activity at high latitudes provides

an extremely attractive explanation for the appearance of polar starspots on rapidly

rotating late-type stars. An α-effect that is operating throughout the convection zone

leads to a distributed dynamo, with magnetic fields at all latitudes. A likely scenario is

that a distributed dynamo may be operating in parallel with a dynamo at the base of the

convection zone. This may explain the simultaneous occurrence of large high-latitude

starspots and weaker low-latitude features on stars like AB Doradus.

Whilst these results were found to be robust to most changes in the model pa-

rameters, it was found that restricting the α-effect to low latitudes (unsurprisingly)

suppressed the appearance of magnetic fields at high latitudes. This highlights the fact

that although the tachocline plays a key role in the dynamo, it is not the only important

physical ingredient: the α-effect must be strong enough at the poles to regenerate the

poloidal field there. It was found in the solar dynamo calculations that an α-effect that is

confined to low latitudes is required in order to reproduce the observed properties of the

solar magnetic cycle. This apparent difference highlights one of the main problems that

is associated with stellar mean-field dynamo theory, namely that the nature and spatial

distribution of the α-effect is still poorly understood. In both the solar calculations and

in this chapter, the α-effect has been fixed primarily by observational constraints rather

than by theoretical considerations.

Although this αω model clearly suggests that the latitudinal distribution of the

tachocline may be a key factor in determining the spatial distribution of magnetic fields,
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it has the drawback that the solutions tend to be oscillatory. Magnetic fields on rapid

rotators may vary aperiodically, but these stars do not show smooth cyclic magnetic

activity, unlike slower rotating late-type stars. By looking at the α2ω case, it was found

that it is possible to select the input parameters in such a way as to produce steady

modes that are confined to high latitudes, at the base of the convection zone. A steady

mode is probably more consistent with the observed magnetic activity, which suggests

that the dynamo in these stars may be of α2ω type. Whether or not this is the case,

both the αω and the α2ω models rely upon the fact that the tachocline is strongest at

high latitudes in order to favour the production of magnetic fields near the poles.

In this chapter, attention has been focused upon a dynamo explanation for polar

spots. It has previously been proposed that these high-latitude features might arise

simply due to the effect of the Coriolis force on rising loops of buoyant magnetic flux

(Granzer et al., 2000). It is certainly true that this will readily produce higher latitude

features, but it is far easier to produce such features if the flux is emerging from high

latitudes at the base of the convection zone. The results from the dynamo model de-

scribed here are clearly compatible with this idea. Another possible explanation for high

latitude features is that they are the result of a meridional flow sweeping surface flux

up towards the poles. Although it is theoretically possible to insert a meridional flow

into this dynamo model, using the code described in Section 4.4.2, this has not been

investigated here. Since this mean-field code does not attempt to include the effects of

flux buoyantly rising to the surface, the advection of these surface magnetic fields is not

reproducible here. It is also worth mentioning that, although a rapidly rotating star may

possess a strong meridional circulation within its convection zone, it is very difficult to

theoretically predict the spatial distribution of such a circulation.

Finally, it is worth considering how dynamos in fully convective stars may be oper-

ating. In Section 7.5, it was demonstrated that the influence of the tachocline probably

decreases as the depth of the convection zone increases. The radius of the (so-called)
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tangent cylinder decreases as the radius of the core decreases, and the no-torque condi-

tion implies that the strength of the shear layer similarly decreases. So, for stars with a

very deep convection zone, we might expect that a distributed dynamo may be favoured

over one that is confined to the base of the convection zone. Late M-type main sequence

stars are thought to be fully convective – the absence of any tachocline would appear

to confirm the idea that a dynamo in these stars must be distributed throughout the

star. Since the luminosity of these M-type stars is very small, it is difficult to obtain

the strong rotationally broadened spectral lines that are required for Doppler imaging.

Having said that, a few Doppler imaging studies have been carried out for these late M-

type stars (see, for example Barnes et al., 2002). From these preliminary investigations,

it appears that these stars show no particular preference for activity at high latitudes,

with starspots found at all latitudes. Although very few of these fully convective stars

have been studied using Doppler imaging, these results do seem to support the view

that a distributed dynamo is operating in such stars.

243



Chapter 8

Conclusions and Future Work

Mean-field dynamo theory is capable of reproducing many of the observed features of

solar and stellar magnetic activity. As our closest star, much of the observational moti-

vation for dynamos in late-type stars comes from the Sun, but it is reasonable to suppose

that the resulting dynamo models may be equally applicable to stars of a similar age and

spectral type. Sunspot observations from the latter stages of the Maunder minimum sug-

gest that the large-scale solar magnetic field was, at the time, highly asymmetric about

the equator. This behaviour is very unlike the relatively symmetric magnetic activity

that has been observed on the Sun in recent years. In Chapter 3, an illustrative Cartesian

model was derived from the mean-field equations in order to investigate the occurrence

of such asymmetry. Although highly idealised from the point of view of a stellar dy-

namo, this model demonstrated that it is possible for dipolar and quadrupolar modes to

interact, in the nonlinear regime, in such a way as to produce solutions that are charac-

terised by magnetic activity that is confined almost entirely to one hemisphere. These

hemispherical solutions were found to be remarkably robust. Although this model is very

simple, it clearly supports the idea that dipolar and quadrupolar interactions may be

capable of explaining the occurrence of strong equatorial asymmetry in stellar magnetic

fields.
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More realistic mean-field stellar dynamo models were discussed in Chapter 4. The

numerical code that was described in this chapter, having been extensively tested, pro-

vides a useful means of studying axisymmetric mean-field models in spherical geometry.

This code has not only been widely used in this thesis, but its versatility means that it

could be applied to a wide range of different problems in the future. In Chapter 5 the

code was applied to the solar dynamo. Taking α-quenching to be the sole nonlinearity,

it was found that a distributed α-effect tended to lead to magnetic activity that was

dominated by the strong latitudinal shear within the convection zone – for negative val-

ues of D, this corresponded to a steady mode. Oscillatory solutions, driven by the radial

shear, were found for an α-effect that was confined to the base of the convection zone.

In order to prevent the dynamo being dominated by magnetic activity at high latitudes,

the α-effect also had to be restricted to low latitudes. It was then found that it was pos-

sible to produce solutions that were dominated by low-latitude magnetic fields which

migrated equatorwards during each magnetic cycle. An additional (weak) high-latitude

branch to the dynamo was found for larger values of the dynamo number.

In Chapter 6, the nonlinear part of the model was modified, so that it included the

effects of the macrodynamic back-reaction of the Lorentz force upon the differential

rotation. By subtracting a latitude-dependent time-average from the total velocity per-

turbation, it was shown that it is possible to generate an oscillatory pattern, of migrating

bands of flow, that is consistent with many of the observed features of the (so-called)

torsional oscillations on the Sun. In order to produce the observed polar branch, it is

necessary to take a large enough value of D so that there is a weak polar branch to the

dynamo. This presents an apparent paradox: it appears that a high-latitude branch to

the dynamo is required in order to reproduce the observed pattern of torsional oscilla-

tions, but polar active regions are never observed on the Sun. A possible solution to this

problem lies in the fact that the strong radial shear at high latitudes may suppress the

undular magnetic buoyancy instability there (Tobias and Hughes, 2004). This means
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that there may be a polar branch to the dynamo that never produces surface active

regions at high latitudes. Having found these torsional oscillations, it was demonstrated

that they are compatible with low values of the magnetic Prandtl number. Even for

strongly modulated solutions, it was possible to identify the correct pattern of oscilla-

tions provided that the time-average was taken over a short enough time-period. Finally,

it was shown that by including the effects of density stratification, it is possible to ex-

cite strong torsional oscillations at the surface of the domain, despite the fact that the

magnetic activity is confined to the base of the convection zone.

Moving away from the solar dynamo, Chapter 7 focused upon more rapidly rotating

late-type stars. The proposed rotation profile for such stars was rather different from

that of the Sun – a consequence of the fact that the Coriolis force is now assumed to

play a dominant role in the dynamics of the convection zone. The most important new

feature is that the tachocline region is now confined to high latitudes. This was found to

favour magnetic activity near the poles, for an α-effect that was confined to the base of

the convection zone. This provides an attractive explanation for the existence of polar

starspots on these rapid rotators.

An important aspect of mean-field theory is its ability to highlight the crucial phys-

ical processes that are in operation in stellar dynamos. Having said that, it is only able

to provide qualitative results for stellar dynamos and its successes have been in repro-

ducing observations rather than possessing any great predictive power. Given that the

differential rotation profile within the Sun is relatively well-constrained by observations,

the main uncertainties in solar mean-field dynamo models centre around the α-effect.

Justifying, in physical terms, the need to have an α-effect that is confined to low lati-

tudes at the base of the convection zone, is not straightforward. If magnetic buoyancy

is the dominant physical mechanism that is involved, it is logical that the the site of the

α-effect should be around the base of the convection zone. However the low-latitudinal

confinement is much harder to understand. If non-axisymmetric magnetic buoyancy in-
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stabilities are suppressed by a strong radial shear (Tobias and Hughes, 2004), then this

may explain the apparent reduction in the α-effect at high latitudes within the Sun.

This suggests that a study into the influence of strong differential rotation (both radial

and latitudinal) upon a buoyantly-driven α-effect would be a productive area of future

research.

The tachocline itself is another key factor in solar mean-field dynamo models. As

the site of strong differential rotation and large-scale magnetic fields, its formation and

subsequent stability has already been the subject of a considerable number of studies

(as reviewed by, for example, Tobias, 2004). An interesting avenue of research would

be to investigate the way in which the magnetic fields that are produced by the dy-

namo could affect the stability of different regions of the tachocline. In more general

terms, there are still unanswered questions regarding the transport of angular momen-

tum within the tachocline. A related issue concerns differential rotation within the solar

convection zone. If other stars are assumed to have a rigidly rotating core, it was shown

in Chapter 7 that the “no-torque” condition implies that the differential rotation within

the convection zone determines the spatial distribution of the tachocline, As discussed

in Section 7.1, numerical models are still not capable of reproducing a satisfactory solar-

like differential rotation profile, and theoretical models rely upon the (unjustifiable) first

order smoothing approximation. Although plausible theoretical arguments were used to

produce a differential rotation profile for the rapidly rotating model, a better under-

standing of the solar differential rotation would enable us to predict the behaviour of

other stars with more confidence.

It could be argued that, in its current state, there is not much more that mean-

field dynamo theory can tell us about solar and stellar dynamos. This implies that

it may be time to investigate alternative approaches to the problem. There are really

only two obvious alternatives. Firstly, illustrative models are clearly capable of providing

useful insights into specific aspects of solar and stellar dynamos. Complicated dynamical
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behaviour can often be related to a simple low-order model, which is much easier to

analyse than the full dynamo equations. If this low-order model is related to a normal

form, the observable patterns of behaviour are robust and shared by a wide range of

similar dynamical systems. At the other extreme, we have large-scale simulations. Given

the failure of purely hydrodynamical models to reproduce a solar-like differential rotation

profile (and the fact that much of the physics is still not well understood) a large-scale

simulation of the solar dynamo is rather over-ambitious at this stage. Having said that,

although it is unfeasible to attempt to simulate global dynamo models, it is possible

to look at more local simulations. An example of this is in the simulation of the small-

scale dynamo action by turbulent convection in the solar photosphere (see, for example,

Cattaneo et al., 2003). Although such simulations present a serious numerical challenge,

there are many aspects of small-scale dynamo action that have yet to be explored.
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Krause, F. and Rädler, K.-H. (1980). Mean-Field Magnetohydrodynamics and Dynamo

Theory. Oxford: Pergamon.

Küker, M., Arlt, R., and Rüdiger, G. (1999). The Maunder minimum as due to magnetic

Λ-quenching. Astron. Astrophys., 343:977.
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