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APPROXIMATELY MULTIPLICATIVE FUNCTIONALS
ON ALGEBRAS OF SMOOTH FUNCTIONS

RICHARD ANDREW JONATHON HOWEY

Abstract

Let φ be a bounded linear functional on A, where A is a commutative Banach algebra, then the bilinear
functional φ̌ is defined as φ̌(a, b)=φ(ab) − φ(a)φ(b) for each a and b in A. If the norm of φ̌ is small
then φ is approximately multiplicative, and it is of interest whether or not ‖φ̌‖ being small implies that
φ is near to a multiplicative functional. If this property holds for a commutative Banach algebra then A
is an AMNM algebra (approximately multiplicative functionals are near multiplicative functionals). The
main result of the paper shows that CN [0, 1]M (the complex valued functions defined on [0, 1]M with all
Nth order partial derivatives continuous) is AMNM. It is also shown that a similar proof can be applied
to certain Lipschitz algebras.

1. Introduction

This paper is concerned with approximately multiplicative functionals on com-
mutative Banach algebras. Let φ be a bounded linear functional on A, where
A is a commutative Banach algebra, then the bilinear functional φ̌ is defined as
φ̌(a, b) =φ(ab)−φ(a)φ(b) for each a and b in A. If the norm of φ̌ is small we say that
φ is approximately multiplicative, and we are interested whether or not ‖φ̌‖ being
small implies that φ is near to a multiplicative functional. If this property holds for
a commutative Banach algebra we say that A is an AMNM algebra (approximately
multiplicative functionals are near multiplicative functionals).

Many of the classical commutative Banach algebras are shown to be AMNM
in Johnson [4]. In this paper we show that the AMNM property holds for certain
algebras of smooth functions. We will use an equivalent condition for the AMNM
property for certain Banach algebras when the Gelfand and the norm topologies
coincide on the character space of the algebra. The main result of the paper will
be to show that CN[0, 1]M (the complex valued functions defined on [0, 1]M with all
Nth order partial derivatives continuous) is AMNM. Also we show that a similar
proof can be applied to certain Lipschitz algebras. The work in this paper is taken
from the author’s thesis [2].

2. Approximately multiplicative functionals

Throughout this paper A will denote a commutative Banach algebra, and A�

will denote the dual space of A. The set of characters of A, that is the non-
zero multiplicative linear functionals on A, will be denoted by Â. The set of all
multiplicative linear functionals on A is thus Â∪ {0}. This section will be concerned
with linear functionals on commutative Banach algebras. For each linear functional
in the dual space of A we define a bilinear functional on A× A.
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Definition 2.1. For φ∈A� define φ̌ by

φ̌(a, b) =φ(ab) − φ(a)φ(b) (a, b∈A).

If φ is a multiplicative linear functional then φ̌= 0. This gives us an idea of a
linear functional φ being approximately multiplicative if we look at the norm of φ̌.

Definition 2.2. If ‖φ̌‖ � δ, where δ > 0, we say that φ is δ-multiplicative.

An important result of Jarosz shows that approximately multiplicative functionals
are continuous.

Proposition 2.3 (Jarosz [3, Proposition 5.5]). If φ is δ-multiplicative for some
δ ∈ �+ then φ is bounded and ‖φ‖ � 1 + δ.

It is natural to ask if a linear functional being approximately multiplicative implies
that it is near to a multiplicative linear functional. This leads us to the following
definition for Banach algebras.

Definition 2.4. Let A be a commutative Banach algebra. For each φ ∈ A� we
put

d(φ) = inf{‖φ− ψ‖:ψ ∈ Â∪ {0}}.
We say that A is an algebra in which approximately multiplicative functionals are
near multiplicative functionals, or A is AMNM for short, if for each ε> 0 there is
δ > 0 such that if φ is a δ-multiplicative linear functional then d(φ)<ε.

It is often more convenient to think of the AMNM property in terms of sequences.
The following proposition gives us some alternative definitions of AMNM.

Proposition 2.5 (Johnson [4, Proposition 3.2]). Let A be a unital Banach algebra.
Then the following are equivalent.

(i) A is AMNM.
(ii) For any sequence {φn} in A� with ‖φ̌n‖ → 0 there is a sequence {ψn} in Â∪ {0}

with ‖φn − ψn‖ → 0.
(iii) For any sequence {φn} in A� with ‖φ̌n‖ → 0 there is a subsequence {φni} and

a sequence {ψi} in Â∪ {0} with ‖φni − ψi‖ → 0.

Condition (iii) will be the preferred method to show that Banach algebras have
the AMNM property.

Later we will consider CN[0, 1]M , which is the algebra of complex valued functions
defined on [0, 1]M with all Nth order partial derivatives continuous. The norm of
each f ∈ CN[0, 1]M is given by

‖f‖ = sup|f(x)|

+

N∑
r=1

1

r!

( ∑
k1+k2+ ...+kM = r

r!

k1!k2! . . . kM!
sup

∣∣∣∣∣ ∂rf

∂xk1

1 ∂x
k2

2 . . . ∂x
kM
M

(x)

∣∣∣∣∣
)
.

For Ω a compact space we will also consider the Lipschitz algebras Lip(Ω, d) and
lip(Ω, dα) (0<α< 1) which are defined as follows.
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Definition 2.6. Let (Ω, d) be a metric space and f a complex valued function
on Ω. Then f is a Lipschitz function if there exists a constant κ such that

|f(x) − f(y)| � κ d(x, y) (x, y ∈ Ω).

Definition 2.7. If f is a Lipschitz function then the smallest κ as in Definition 2.6
is the Lipschitz semi-norm, written ‖f‖d.

It is straightforward to show that

‖f‖d = sup

{
|f(x) − f(y)|
d(x, y)

: x, y ∈ Ω, x �= y

}
.

The collection of bounded Lipschitz functions will be denoted by
Lip(Ω, d), which is a Banach algebra with norm defined by

‖f‖ = ‖f‖∞ + ‖f‖d (f ∈ Lip(Ω, d)),

where ‖f‖∞ = sup{|f(x)|: x ∈ Ω}.

Definition 2.8. Let lip(Ω, d) be the subset of Lip(Ω, d) of all functions f in
Lip(Ω, d) such that

|f(x) − f(y)|
d(x, y)

→ 0 as d(x, y) → 0.

It can be shown that lip(Ω, d) is a closed subalgebra of Lip(Ω, d), and contains
the constant functions. However, it may be the case that it only contains constant
functions. (For example, take Ω= [0, 1] and d(x, y) = |x−y|, then f ∈ lip(Ω, d) implies
that f(1)(x) = 0 for all x, so that f is a constant.) To be assured of an abundance of
non-constant functions, we shall consider the algebras lip(Ω, dα), 0<α< 1 , where
dα is the metric on Ω defined by dα(x, y) = [d(x, y)]α for x, y ∈ Ω. The abundance of
non-constant functions is shown later by Lemma 5.1.

In order to prove whether or not the AMNM property holds for a Banach
algebra, it is useful to know how the multiplicative linear functionals are defined.
The following proposition is a well-known result that will be used throughout the
paper.

Proposition 2.9. Let Ω be a compact metric space and let A be Lip(Ω, d) or
lip(Ω, dα) (0<α< 1), or CN(Ω) for Ω= [0, 1]M. Then the non-zero multiplicative linear
functionals in A are given by maps ψ such that

ψ(f) = f(p) (f ∈ A),

for some unique p ∈ Ω.

3. When Gelfand and norm topologies coincide

In this section we will see an equivalent condition for the ANMN property where
the sequence tends towards a fixed multiplicative linear functional. Unfortunately,
this is only for certain Banach algebras, namely separable unital Banach algebras
where the Gelfand and norm topologies are the same on the character space of the
algebra.
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Theorem 3.1. Let A be a separable unital Banach algebra where the Gelfand and
norm topologies on Â are the same. Then A is AMNM if and only if

for all sequences {φn} in A� with ‖φ̌n‖ → 0 and φn → χ weak*

where χ is a non-zero element of A� then ‖φn − χ‖ → 0. (1)

Proof. To prove this theorem we will first show that (1) implies that A is AMNM,
then we will show the converse, that A is AMNM implies (1).

First assume (1), then take {φn} in A� with ‖φ̌n‖ → 0. By Proposition 2.3, {φn} is
bounded, so let {φn} be bounded by K . Now we have {f: f ∈ A�, ‖f‖ �K} is weak*
compact. Also the weak* topology on this set is metrizable, since A is separable.
Since {φn} is a sequence in a compact metric space it has a convergent subsequence.
Thus we have a convergent subsequence in the weak* topology, so φni → χ weak*,
say. Note that χ ∈ Â∪ {0} since ‖φ̌ni‖ → 0. Either (i) χ �= 0 or (ii) χ= 0, and we
consider these cases separately. For case (i) χ �= 0, we have by (1), ‖φni − χ‖ → 0. For
case (ii) χ(a) = 0 for all a ∈ A. Hence |φni (a)| → 0 for all a ∈ A.

Now ∥∥φ̌ni∥∥ = sup
‖a‖�1,‖b‖�1

∣∣φni (ab) − φni (a)φni (b)
∣∣

and putting a= e,

� sup
‖b‖�1

∣∣φni (b) − φni (e)φni (b)
∣∣

=
∣∣1 − φni (e)

∣∣ ∥∥φni∥∥.
Thus ‖φni‖ → 0 since ‖φ̌ni‖ → 0 and |1 − φni (e)| → 1. Hence ‖φni − χ‖ = ‖φni‖ → 0.
Then by Proposition 2.5(iii), A is AMNM.

Conversely suppose that A is AMNM. Take a sequence {φn} in A� with ‖φ̌n‖ → 0
and φn → χ weak* (χ �= 0). We know that A is AMNM, so there is a sequence {ψn}
in Â∪ {0} with ‖φn − ψn‖ → 0. Thus φn − ψn → 0 weak*, therefore ψn → χ weak*,
which gives ψn → χ in the Gelfand topology as ψn, χ ∈ Â∪ {0}, and so ‖ψn − χ‖ → 0
as the Gelfand and norm topologies are equal.

Now

‖φn − χ‖ � ‖φn − ψn‖ + ‖ψn − χ‖ → 0 + 0= 0;

thus

‖φn − χ‖ → 0.

4. CN[0, 1]M is AMNM

In this section we will prove that CN[0, 1]M (N ∈ � and M ∈ �) has the AMNM
property. We will also be looking at Lipschitz algebras and observing that a similar
proof can be applied. We will be using Theorem 3.1 to show that CN[0, 1]M has
the AMNM property. This algebra is separable since the polynomials are dense in
CN[0, 1]M . Next we show that the Gelfand and the norm topologies are the same

in ĈN[0, 1]M .
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Proposition 4.1. The Gelfand and norm topologies are equal in ĈN[0, 1]M .

Proof. Suppose that Fn →F in norm where Fn, F ∈ ĈN[0, 1]M . Then obviously
Fn →F in the Gelfand topology.

Conversely, suppose that Fn →F in the Gelfand topology. By Proposition 2.9, for

G ∈ ĈN[0, 1]M , G(f) = f(x) for all f ∈ CN[0, 1]M for some unique x ∈ [0, 1]M , so that

f(yn) → f(y) for all f ∈ CN[0, 1]M,

where yn corresponds to Fn, and y corresponds to F . For i ∈ {1, 2, . . . ,M} consider
f ∈ CN[0, 1]M defined by

f(t) = ti (t= (t1, t2, . . . , tM) ∈ [0, 1]M).

Thus (yn)i → yi for each i ∈ {1, 2, . . . ,M}, that is yn converges pointwise. Now take
f ∈ CN[0, 1]M with ‖f‖ � 1. Then

|f(yn) − f(y)| =
∣∣∣∣∣
M∑
i=1

∂f(zn)

∂xi
(yn − y)i

∣∣∣∣∣
for some zn on the line segment from yn to y by the mean value theorem, see
Douglass [1, Chapter 8, Section 5]. Hence

|f(yn) − f(y)| �
M∑
i=1

∣∣∣∣∂f(zn)∂xi

∣∣∣∣ |(yn − y)i|

�
M∑
i=1

|(yn − y)i|.

Thus

‖Fn − F‖ = sup
‖f‖�1

|Fn(f) − F(f)|

= sup
‖f‖�1

|f(yn) − f(y)|

� sup
‖f‖�1

M∑
i=1

|(yn − y)i|

=

M∑
i=1

|(yn − y)i|.

Therefore ‖Fn − F‖ → 0 since (yn)i → yi for each i ∈ {1, 2, . . . ,M}.

To show that CN[0, 1]M is AMNM, we need an extension result regarding elements
in CN[0, 1]M . First we define a restriction norm on CN[0, 1]M .

Definition 4.2. For CN[0, 1]M and Lipschitz algebras, let the restriction norm
over B, denoted ‖f‖B , be the usual norm of the restriction of f to B; that is for
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CN[0, 1]M and the set B ⊆ [0, 1]M we have

‖f‖B = sup
x∈B

|f(x)|

+

N∑
r=1

1

r!

( ∑
k1+k2+ ...+kM = r

r!

k1!k2! . . . kM!
sup
x∈B

∣∣∣∣∣ ∂rf

∂xk1

1 ∂x
k2

2 . . . ∂x
kM
M

(x)

∣∣∣∣∣
)
.

Proposition 4.3. There exists L ∈ �+ (which depends on N and M only) such
that for a closed Euclidean ball B ⊆ [0, 1]M and f ∈ CN[0, 1]M with

‖f‖B <η (0<η< 1),

there exists h ∈ CN[0, 1]M with h(x) = f(x) for all x ∈ B and ‖h‖ �Lη.

Proof. By Whitney [7, Theorem 1] a suitable extension can be found. It is
necessary to refer to Whitney [6, in particular Section 10 and Section 11] to see that
our constant L satisfies the required conditions.

To show that CN[0, 1]M is AMNM we will also use the fact that CN[0, 1]M is a
regular Banach algebra; the definition of a regular Banach algebra is shown below.

Definition 4.4. A Banach algebra A is a regular Banach algebra if it is semi-
simple, and for any p ∈ Â and closed B ⊂ Â with p �∈ B there exists a ∈ A such that
Â(p) �= 0 and Â(f) = 0 for all f ∈ B.

Theorem 4.5. CN[0, 1]M is AMNM.

Proof. We will use Theorem 3.1 to prove that CN[0, 1]M is AMNM. First we

will let {φn} be a sequence in (CN[0, 1]M)
�

with ‖φ̌n‖ → 0 and φn → χ weak* where
χ(f) = f(p) for some p ∈ [0, 1]M . Then we will prove successively the following claims.

(i) For any closed Euclidean ball B ⊆ [0, 1]M with p ∈ B \ ∂B we have

sup
‖g‖�1

{|φn(g)|: g(x) = 0 for all x ∈ B} → 0 as n→ ∞.

(ii) For any closed ball B with p ∈ B \ ∂B, 0<η< 1, and ε> 0,

there exists N0 such that

sup
‖f‖�1,‖f‖B�η

|φn(f)|<
ε

2
+K0η for n�N0,

where K0 is some constant depending on N and M only.

(iii) sup‖f‖�1{|φn(fN+1)|: f(p) = 0} → 0 as n→ ∞.
(iv) sup‖f‖�1{|φn(f)|: f(p) = 0} → 0 as n→ ∞.
(v) ‖φn − χ‖ → 0 as n→ ∞.

Set A= CN[0, 1]M and let {φn} be a sequence in A� with ‖φ̌n‖ → 0 and φn →
χ weak*, where χ(f) = f(p) for all f ∈ A for some p ∈ [0, 1]M . Thus |φn(f) − f(p)|
→ 0 for all f ∈ A, and putting f= 1 gives

|φn(1) − 1| → 0. (2)
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Now take a closed Euclidean ball B ⊆ [0, 1]M with p ∈ B \ ∂B. Then

‖φ̌n‖ = sup
‖f‖�1,‖g‖�1

|φn(fg) − φn(f)φn(g)|

� sup
‖f‖�1,‖g‖ � 1

{|φn(f)||φn(g)|: g(x) = 0 for all x ∈ B,

f(x) = 0 for all x ∈ [0, 1]M \ B}.

Since A is regular, we can choose f0 ∈ A with f0(x) = 0 for x ∈ [0, 1]M \ B such that
f0(p) �= 0 and ‖f0‖ � 1, and so

‖φ̌n‖ � |φn(f0)| sup
‖g‖�1

{|φn(g)|: g(x) = 0 for all x ∈ B}.

Thus

sup
‖g‖�1

{|φn(g)|: g(x) = 0 for all x ∈ B} → 0 (3)

since ‖φ̌n‖ → 0 and φn(f0) → f0(p) �= 0.
By Proposition 2.3, {φn} is a bounded sequence, so we can let K = supn‖φn‖.
Now take f such that ‖f‖ � 1 with ‖f‖B <η (0<η< 1). By Proposition 4.3, it

is possible to define an extension h of f such that h(x) = f(x) for all x in B and
‖h‖ �Lη for some constant L depending on N and M only.

Let g= f − h, so g ∈ A and g(x) = 0 for x ∈ B and

‖g‖ = ‖f − h‖ � ‖f‖ + ‖h‖ � 1 + Lη< 1 + L.

This gives

sup
‖f‖�1,‖f‖B � η

|φn(f)| = sup{|φn(g + h)|: g and h are given by f as above}

� sup
‖g‖�1+L

{|φn(g)|: g(x) = 0 for all x ∈ B}

+ sup
‖h‖<Lη

|φn(h)|.

Let ε> 0, then by (3) there exists N0 so that sup‖g‖ � 1+L{|φn(g)|: g(x) = 0 for ∈B}
<ε/2 for n�N0, so that the above is less than

ε

2
+ sup

‖h‖<Lη
‖φn‖ ‖h‖ for n�N0

<
ε

2
+KLη.

Thus we have, for any closed ball B with p ∈ B \ ∂B, 0<η< 1, and ε> 0,

there exists N0 such that

sup
‖f‖�1,‖f‖B�η

|φn(f)|<
ε

2
+ LKη for n�N0. (4)

Now take ε such that

0<ε< 2LK < 2L(N!)(N + 1)((N+2)M+1)K,

and let δ be such that

0<δ <
ε

2L(N!)(N + 1)((N+2)M+1)K
.
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Let B be the closed ball centre p, radius δ/M. Take x ∈ B and f ∈ A such that
f(p) = 0 and ‖f‖ � 1. Then

|f(x) − f(p)| =
∣∣∣∣∣
M∑
i=1

∂f(x′)

∂xi
(x− p)i

∣∣∣∣∣
for some x′ on the line segment from x to p by the mean value theorem, see Douglass
[1, Chapter 8, Section 5]. Thus

|f(x)| = |f(x) − f(p)| �
M∑
i=1

∣∣∣∣∂f(x′)

∂xi

∣∣∣∣ |(x− p)i|

�
M∑
i=1

|(x− p)i|

�M

(
M∑
i=1

|(x− p)i|
2

)1/2

�M
δ

M
= δ,

and taking the supremum over B we have

sup
x∈B

|f(x)| � δ.

Now take x ∈ B, r ∈ {0, 1, 2, . . . , N} and k1, k2, . . . , kM ∈ � ∪ {0} such that∑M
i=1 ki = r, then a direct calculation shows that∣∣∣∣ ∂r

∂x1
k1∂x2

k2 . . . ∂xM
kM

(f(x))N+1

∣∣∣∣ �
ε

2L(N + 1)(M+1)K
,

and taking the supremum over B we have

sup
x∈B

∣∣∣∣ ∂r

∂x1
k1∂x2

k2 . . . ∂xM
kM

(f(x))N+1

∣∣∣∣ �
ε

2L(N + 1)(M+1)K
.

This then gives, after another calculation,

‖fN+1‖B < ε

2LK
.

Also

‖fN+1‖ � ‖f‖N+1 � 1.

Thus we have by (4) for some N0

sup
‖f‖�1

{|φn(fN+1)|: f(p) = 0} � sup
‖f‖�1

{
|φn(f)|: ‖f‖B �

ε

2LK

}
<
ε

2
+ LK

ε

2LK
= ε for n�N0.

Therefore

sup
‖f‖�1

{|φn(fN+1)|: f(p) = 0} → 0 as n→ ∞. (5)
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Now

|φ̌n(fN, f) + φ̌n(f
N−1, f)φn(f) + φ̌n(f

N−2, f)(φn(f))
2

+ . . .+ φ̌n(f, f)(φn(f))
N−1|

= |φn(fN+1) − φn(f
N)φn(f) + φn(f

N)φn(f) − φn(f
N−1)(φn(f))

2

+ . . .+ φn(f
2)(φn(f))

N−1 − (φn(f))
N+1|

= |φn(fN+1) − (φn(f))
N+1|,

so taking the supremum over ‖f‖ � 1 with f(p) = 0 we get

sup
‖f‖�1

{|φn(fN+1) − (φn(f))
N+1|: f(p) = 0}

= sup
‖f‖�1

{|φ̌n(fN, f) + φ̌n(f
N−1, f)φn(f) + φ̌n(f

N−2, f)(φn(f))
2

+ . . .+ φ̌n(f, f)(φn(f))
N−1|: f(p) = 0}.

Therefore since ‖φ̌n‖ → 0 and {φn} is bounded

sup
‖f‖�1

{|φn(fN+1) − (φn(f))
N+1|: f(p) = 0} → 0 as n→ ∞.

Then by (5) we have

sup
‖f‖�1

{|(φn(f))N+1|: f(p) = 0} → 0 as n→ ∞.

Thus

sup
‖f‖�1

{|φn(f)|: f(p) = 0} → 0 as n→ ∞. (6)

Now A= {f ∈ A: f(p) = 0} + � so that for each g ∈ A we can write g= g0 + c for
some g0 ∈ {f ∈ A: f(p) = 0} and c ∈ �, thus

‖φn − χ‖ = sup
‖g‖�1

|φn(g) − g(p)|

= sup
‖g‖�1

|φn(g0 + c) − g0(p) − c|

� sup
‖g‖�1

{|φn(g)|: g(p) = 0} + |φn(1) − 1|.

Therefore by (2) and (6)

‖φn − χ‖ → 0 as n→ ∞.

Thus we have for each sequence {φn} in A� with ‖φ̌n‖ → 0 and φn → χ weak* where
χ is a non-zero element of A�, that ‖φn − χ‖ → 0. Hence by Theorem 3.1, A is
AMNM.

5. Lip(X, d) and lip(X, dα) are AMNM

Throughout this section (X, d) will be a compact metric space. We will show
how similar techniques can be applied to Lipschitz algebras to prove the AMNM
property, and that the techniques are easier to apply in this instance. Again, we
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will be using Theorem 3.1 to show that the Lipschitz algebras have the AMNM
property. Again, we will show that the Gelfand and the norm topologies are the
same. First we have a useful result for Lipschitz algebras.

Lemma 5.1. Consider the Banach algebras Lip(X, d) and lip(X, dα) (0<α< 1,
dα(x, y) = [d(x, y)]α), where X has finite diameter d′; then the function f defined by

f(x) = min{d(x, t), 1} (x ∈ X)

for some t ∈ X, is an element. Also ‖f‖∞ � d′, ‖f‖d � 1 and ‖f‖dα � (d′)1−α.

Proof. This is straightforward.

Proposition 5.2. The Gelfand and the norm topologies are equal in L̂ip(X, d) and
l̂ip(X, dα) for 0<α< 1 where L̂ip(X, d) and l̂ip(X, dα) are separable.

Proof. Let A denote L̂ip(X, d) or l̂ip(X, dα) for some 0<α< 1.
Suppose that Fn →F in norm where Fn, F ∈ Â. Then obviously we have Fn →F

in the Gelfand topology.
Conversely, suppose that Fn →F in the Gelfand topology so that by Proposition 2.9

f(yn) → f(y) for all f ∈ A

where yn corresponds to Fn, and y corresponds to F . Consider f ∈A defined
by f(x) = min{d(x, y), 1} from Lemma 5.1, which gives f(yn) → d(y, y), so that
d(yn, y) → 0.

Now if A is L̂ip(X, d) then

‖Fn − F‖ = sup
‖f‖�1

|Fn(f) − F(f)|

= sup
‖f‖�1

|f(yn) − f(y)|

� sup
‖f‖�1

‖f‖dd(yn, y)(
Since ‖f‖d = sup

x′ �=y′

|f(x′) − f(y′)|
d(x′, y′)

, so ‖f‖d �
|f(yn) − f(y)|
d(yn, y)

if yn �= y.

)
� d(yn, y).

Thus ‖Fn − F‖ → 0 since d(yn, y) → 0. A similiar argument applies in the case when

A is l̂ip(X, dα).

Again, we need an extension result to show that the Lipschitz algebras have the
AMNM property. The following result is due to McShane for extending in Lip(X, d),
but unfortunately does not seem to apply to lip(X, dα), although we will show an
extension result for lip(X, dα) when X= [0, 1] and dα(x, y) = |x− y|α for 0<α< 1.

Theorem 5.3 (McShane [5, Theorem 1]). Let the real valued function f be defined
on a subset E of the metric space (X, d) satisfying the Lipschitz condition

|f(x) − f(y)| �Kd(x, y) (x, y ∈ E)

on E for some K ∈ �+. Then f can be extended to X preserving the same Lipschitz
condition.
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Summary of proof. Define h to be the real valued function on X given by

h(x) = sup
y∈E

{f(y) −Kd(x, y)}.

Then it can easily be shown that h satisfies the conditions for the extension of f.

Corollary 5.4. Let f be the complex valued Lipschitz function defined on a subset
E of metric space (X, d) with ‖f‖E <η. Then there exists h ∈ Lip(X, d) such that
‖h‖< 2η and h(x) = f(x) for each x ∈ E.

Proof. This is straightforward.

Lemma 5.5. For an interval I = [l1, l2] in [0, 1] and f ∈ lip([0, 1], dα), where
dα(x, y) = |x− y|α for 0<α< 1 with ‖f‖ � 1 and

‖f‖I < η (0<η< 1),

there exists h ∈ lip([0, 1], dα) with h(x) = f(x) for all x ∈ I and ‖h‖ � η.

Proof. Take f ∈ lip([0, 1], dα) with ‖f‖ � 1 and ‖f‖I < η for some 0<η< 1 and
interval I = [l1, l2] in [0, 1]. Let h ∈ lip([0, 1], dα) be defined by

h(x) =

f(l1) 0 � x� l1
f(x) l1 � x� l2
f(l2) l2 � x� 1.

Then h is easily shown to satisfy the required conditions.

Next we show that the Lipschitz algebras which satisfy certain conditions are
AMNM using Theorem 3.1.

Proposition 5.6. Let A be a separable Lipschitz algebra Lip(X, d) or lip(X, dα)
where (X, d) is not the discrete metric. Also suppose there exists L ∈ �+ such that for
any closed ball B ⊆ X and f ∈ A with ‖f‖ � 1 and ‖f‖B <η (0<η< 1) then there
exists h ∈ A with h(x) = f(x) for each x ∈ B and ‖h‖ �Lη. Then A is AMNM.

Proof. Let A be the algebra in question. Then first we will let {φn} be a sequence
in A� with ‖φ̌n‖ → 0 and φn → χ weak*, where χ(f) = f(p) for some p ∈ X. Then we
will prove successively the following claims.

(i) For any closed ball B �= X in X with p ∈ B \ ∂B we have

sup
‖g‖�1

{|φn(g)|: g(x) = 0 for all x ∈ B} → 0 as n→ ∞.

(ii) For any closed ball B with p ∈ B \ ∂B, 0<η< 1, and ε> 0:

there exists N such that

sup
‖f‖�1,‖f‖B� η

|φn(f)|<
ε

2
+ LKη for n�N,

where K = supn ‖φn‖.

(iii) sup‖f‖ � 1{|φn(f2)|: f(p) = 0} → 0 as n→ ∞.
(iv) sup‖f‖�1{|φn(f)|: f(p) = 0} → 0 as n→ ∞.
(v) ‖φn − χ‖ → 0 as n→ ∞.
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Let {φn} be a sequence in A� with ‖φ̌n‖ → 0 and φn → χ weak*, where χ(f) = f(p)
for some unique p ∈ X by Proposition 2.9. By the weak* convergence we have

|φn(f) − f(p)| → 0 for all f ∈ A.

Putting f= 1 gives

|φn(1) − 1| → 0. (7)

Now take a closed ball B �= X in X with p ∈ B \ ∂B. Then

‖φ̌n‖ = sup
‖f‖�1,‖g‖�1

|φn(fg) − φn(f)φn(g)|

� sup
‖f‖�1,‖g‖�1

{|φn(f)| |φn(g)|: g(x) = 0 for ∈ B,

f(x) = 0 for ∈ X \ B}.

Since A is regular we can choose f0 ∈ A such that f0(p) �= 0, f0(x) = 0 for x ∈ X \B
and ‖f0‖ � 1, and so

‖φ̌n‖ � |φn(f0)| sup
‖g‖�1

{|φn(g)|: g(x) = 0 for ∈ B}.

Thus

sup
‖g‖�1

{|φn(g)|: g(x) = 0 for ∈ B} → 0 (8)

since ‖φ̌n‖ → 0 and φn(f0) → f0(p) �= 0.
By Proposition 2.3, {φn} is a bounded sequence, so we can let K = supn ‖φn‖.
Now take f ∈A with ‖f‖ � 1 and ‖f‖B <η for some 0<η< 1 and closed ball B

in X. Then there exists h ∈ A with h(x) = f(x) for all x ∈ B and ‖h‖ �Lη. Let g ∈ A

be given by g= f − h, so that g(x) = 0 for x ∈ B, and ‖g‖ = ‖f − h‖ � ‖f‖ + ‖h‖ �
1 + Lη< 1 + L. This gives

sup
‖f‖�1,‖f‖B� η

|φn(f)| = sup{|φn(g + h)|: g and h are given by f as above}

� sup
‖g‖�1+L

{|φn(g)|: g(x) = 0 for ∈ B} + sup
‖h‖<η

|φn(h)|.

By (8) there exists N such that sup‖g‖�1+L{|φn(g)|: g(x) = 0 for ∈ B}<ε/2 for n�N,
so that

sup
‖f‖�1,‖f‖B� η

|φn(f)|<
ε

2
+ sup

‖h‖<Lη
‖φn‖ ‖h‖ for n�N

<
ε

2
+ LKη for n�N.

Thus we have for any closed ball B, with p ∈ B \ ∂B, 0<η< 1, and ε> 0,

there exists N such that sup
‖f‖�1,‖f‖B� η

|φn(f)|<
ε

2
+ LKη for n�N. (9)

Now take 0<ε< 2LK and f ∈ A with f(p) = 0 and ‖f‖ � 1.
Let δ be such that

0<δ <
ε

8LK

and let B be the closed ball given by

{x: x ∈ X, d(x, p) � δ}.
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We will now consider the square f2 of f on B and show that ‖f2‖B < ε/2LK for the
case A= Lip(X, d). If A= lip(X, dα) then it can be shown by a similar method that

‖f2‖B < ε/2LK .
Since f is continuous, there exists a point c ∈ B such that |f(c)| = supx∈B |f(x)|.

We have ‖f‖B = ‖f‖B∞ + ‖f‖Bd � 1, thus

sup
x,y∈B,x �=y

∣∣∣∣f(x) − f(y)

d(x, y)

∣∣∣∣ � 1.

If |f(c)| �= 0 then c �= p and so ∣∣∣∣f(c) − f(p)

d(c, p)

∣∣∣∣ � 1,

thus

sup
x∈B

|f(x)| = |f(c)| � d(c, p) � δ <
ε

8LK
.

Therefore

sup
x∈B

|f2(x)|<
(

ε

8LK

)2

<
ε

8LK

since ‖f‖ � 1 and ε/8LK < 1. Next we look at the Lipschitz norm of f2 restricted to
B:

‖f2‖Bd = sup
x,y∈B,x �=y

∣∣∣∣f2(x) − f2(y)

d(x, y)

∣∣∣∣
= sup

x,y∈B,x �=y

∣∣∣∣f(x) − f(y)

d(x, y)

∣∣∣∣ |f(x) + f(y)|

� ‖f‖d × 2 sup
x∈B

|f(x)|< 1 × 2 × ε

8LK
=

ε

4LK
.

Therefore the norm of f2 satisfies

‖f2‖B = ‖f2‖B∞ + ‖f2‖Bd <
ε

8LK
+

ε

4LK
=

3ε

8LK
<

ε

2LK
.

Therefore by (9) there exists N such that

sup
‖f‖�1

{|φn(f2)|: f(p) = 0} � sup
‖f‖�1,‖f‖B< ε/2LK

|φn(f)|

<
ε

2
+ LK

(
ε

2LK

)
= ε for n�N,

thus

sup
‖f‖�1

{|φn(f2)|: f(p) = 0} → 0. (10)

Now

‖φ̌n‖ � sup
‖f‖�1

{|φn(f2) − φn(f)
2|: f(p) = 0},

therefore

sup
‖f‖�1

{|φn(f2) − φn(f)
2|: f(p) = 0} → 0
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since ‖φ̌n‖ → 0, so by (10) we have

sup
‖f‖�1

{|φn(f)|: f(p) = 0} → 0. (11)

Now A= {f ∈ A: f(p) = 0} + � so that for each g ∈ A we can write g= g0 + c for
some g0 ∈ {f ∈ A: f(p) = 0} and c ∈ �, thus

‖φn − χ‖ = sup
‖g‖�1

|φn(g) − g(p)|

= sup
‖g‖�1

|φn(g0 + c) − g0(p) − c|

� sup
‖g‖�1

{|φn(g)|: g(p) = 0} + |φn(1) − 1|,

therefore by (7) and (11)

‖φn − χ‖ → 0.

Hence we have for each sequence {φn} in A� with ‖φ̌n‖ → 0 and φn → χ weak*
(χ �= 0), that ‖φn − χ‖ → 0, so by Theorem 3.1 A is AMNM.
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